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Abstract

In this thesis, I study the random-field Ising model (RFIM) in both theoretical

and applied perspectives. For theoretical interests, I compare the avalanche be-

havior in equilibrium and non-equilibrium and find an unexpected universality.

The application part focuses on the reliability test of the ∆H(M,∆M) method-

ology, which has been used to measure microscopic properties of magnetic

recording media. Based on RFIM, an interacting random hysteron model has

been developed and used to systematically test the reliability of the ∆H(M,∆M)

methodology.

Avalanche behavior in response to slowly changing external conditions is

ubiquitous in a remarkably wide variety of dynamical systems. When driven far

from equilibrium, those systems display impulsive cascade of dynamic avalanches

spanning a broad range of sizes. Independent of their microscopic details, many

non-equilibrium systems have been shown to have exactly the same dynamic

avalanche behavior on many scales. This fact is called universality. So far, non-

equilibrium systems were believed to be completely different from equilibrium

ones. However, here we show that the zero-temperature RFIM exhibits surpris-

ingly similar avalanche behavior in equilibrium and out of equilibrium. This

finding solves a highly controversial question, i.e. whether the equilibrium and

non-equilibrium disorder-induced phase transitions of RFIM belong to the same

universality class. Our finding also indicates that generally equilibrium systems

and their non-equilibrium counterparts may have deep connections.

In state-of-the-art storage applications such as hard disk drives, the intrin-

sic switching field distribution of the media grains is one of the most crucial

properties defining the recording quality. However, this piece of microscopic

information is very hard to measure macroscopically, especially for the per-

pendicular recording media. Using the interacting random hysteron model, we

have studied the reliability of the recently developed ∆H(M,∆M) method. We

demonstrated that this method does have several advantages over comparable

methods. First, it has a well-defined reliability range and it allows for self-

consistency checks. Second, the presence of dipolar interactions in the range

of typical recording media substantially enhances the reliability of this method.

Third, it is robust even in the presence of randomness in exchange or magneto-

static coupling within the range of a typical recording media.
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Chapter 1

Introduction

1.1 Random field Ising model

As a prototypical model for magnets with quenched disorder, the random-field

Ising Model (RFIM) has been intensively studied during the last thirty years [8].

The RFIM is defined by the Hamiltonian

H = −
∑

<i,j>

J sisj −
∑

i

(H + hi) si (1.1)

where the spins si = ±1 sit on a D-dimensional hypercubic lattice with periodic

boundary conditions. The spins interact ferromagnetically with their nearest

neighbors with strength J and experience a uniform external field H and a local

field hi. To model quenched disorders, the local fields hi are often randomly

chosen from a Gaussian distribution with mean zero and variance R2:

ρ(h) =
1√
2πR

e−h2/2R2

(1.2)

R is often called the disorder parameter or just disorder.

1.1.1 Equilibrium

In equilibrium, the existence of an ordered phase in 3D has been proved by

rigorous work [45, 10, 11]. It is generally believed that in 3D the transition

between the ordered and disordered phases is continuous and controlled by a

stable zero-temperature fixed point [99,24]. Critical exponents of this transition

have been numerically studied, for example, using Monte Carlo simulations [106,

77,74,105], real space renormalization group calculations [75], and ground-state

calculations [76, 40, 71]. Note that at T = 0 the phase transition undergone by

the ground state (GS) as the disorder parameter, often denoted as R, is tuned to

its critical value Rc is called the disorder-induced phase transition (DIPT). On

the other hand, for a given disorder R (R < Rc), near the critical temperature

Tc there seems to appear a “glassy” regime where relaxation to equilibrium

becomes very slow, as shown in experimental work [4, 35], simulations [33] and

analytical calculations [67, 66]. This is due to the quenched disorder, which

changes the free energy landscape of the system and introduces large energy

2



Figure 1.1: RG flow of RFIM in equilibrium at dimension higher than the lower
critical dimension dl = 2. R, H, and T represent disorder, external field, and
temperature, respectively. F : ferromagnetic phase. P : paramagnetic phase.

barriers with respect to thermal fluctuations. At low temperature, some of the

barriers are so large that the system gets stuck in some metastable states, which

leads to extremely slow relaxation towards the equilibrium state.

1.1.2 Non-equilibrium

The zero-temperature non-equilibrium RFIM, introduced by Sethna et al., has

proven to be a very successful model in studying disordered systems that show

hysteretic and jerky behavior when driven by an external force (for reviews,

see e.g. [90, 91]). On long length scales and practical time scales, the system

driven by an external field will move from one local valley in the free-energy

landscape to the next. Due to its sluggish response, the state of the system will

typically depend on its history, a phenomenon called hysteresis. The motion

from one local valley to the next is a collective process that can involve many

magnetic domains whose magnetic moments are flipped in an avalanche. In

magnetic materials, as the external magnetic field H is changed continuously,

these avalanches of spin flips can be measured as voltage pulses induced in a

pick up coil wound around the sample in a Barkhausen noise experiment [65,48].

With a single-spin-flip dynamics, the non-equilibrium DIPT was first numeri-

cally observed in the hysteretic behavior at T = 0 and D ≥ 3 [89]. It is found

that there is a critical point (Rc, Hc) which separates macroscopically smooth

saturation hysteresis loops in the magnetization M(H) (for R > Rc) from sat-

uration loops with a macroscopic jump or burst (for R < Rc). Here, Hc is the

non-universal magnetic field value at which the magnetization curve has infi-

nite slope. A rich variety of universal quantities, associated with characteristic

universal scaling functions and critical exponents of this non-equilibrium DIPT,

have been studied analytically [17], numerically [80] and experimentally [3].

3



Figure 1.2: Schematic phase diagram of zero-temperature RFIM. (left) non-
equilibrium RFIM with single-spin-flip dynamics; (right) equilibrium RFIM
with ground state evolution. The critical points (Rc,±Hc(Rc)) are surrounded
by grey circles. The dashed lines Hc(R) indicate the first-order phase transi-
tion. Note that in non-equilibrium, Hc(R) could have nonmonotonic behavior
in finite dimensions. In equilibrium, Hc = 0 simply due to symmetry.

1.2 Universality?

Despite these intensive studies, some theoretically and experimentally impor-

tant questions are still not well answered. For example, it is still controversial

whether the equilibrium and non-equilibrium DIPT of the zero-temperature

RFIM belong to the same universality class. Actually, comparing the equi-

librium and non-equilibrium DIPT is very interesting. In mean field theory

(MFT), they have the same thermodynamic critical exponents and the same

exponent relations [86,89]. Renormalization group (RG) calculations show that

the 6 − ε expansion for the non-equilibrium critical exponents maps to all or-

ders in ε onto the controversial equilibrium ones: The temperature dependence

is irrelevant in the equilibrium RFIM and the time dependence is irrelevant in

the zero-temperature non-equilibrium RFIM, leaving us with the same starting

point for the calculation in both cases [17]. In 3D and even 4D, numerical val-

ues of the critical exponents of the two DIPTs seem to match within the error

bars [61, 80,37,68], see Table 1.1.

Recently, Vives et al. suggested that the two DIPTs belong to the same

universality class by conjecturing the extrapolation result of a RG type argu-

ment [78]. Meanwhile, Colaiori et al. numerically compared the equilibrium

DIPT, i.e. the DIPT of the GS, to that of the demagnetized state (DS), consid-

ering the DS as a non-equilibrium hysteretic counterpart of the GS often used in

experiments and applications [16]. Here, the DS is obtained by applying an ex-

ternal oscillating field with slowly decreasing amplitude to the non-equilibrium

system. The system will then be taken through a series of subloops and the line

connecting the tips of those subloops is known as the demagnetization curve.
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Table 1.1: Critical points and critical exponents for equilibrium and non-equilibrium Gaussian RFIM in 3D, 4D and Mean field theory. The critical
point in equilibrium does not coincide with that corresponding to the non-equilibrium. Nevertheless, the values of the critical exponents of the two
models remain within each other’s error bars. Note that some critical exponents can not be extracted directly from scaling collapses, but instead are
derived from exponent combinations using scaling laws. Here, (...) denotes values calculated from the critical exponents or their combinations given
in the literatures using scaling laws. ν is the correlation length exponent. β is the magnetization exponent. δ is the critical isotherm exponent. γ is
the susceptibility exponent. η is the two-point correlation function exponent.

ν β βδ γ η Rc Hc(Rc)

3D

NEQ
Perkovic [80] 1.41± 0.18 0.035± 0.028 1.81± 0.32 (1.78± 0.32) (0.74± 0.28) 2.16± 0.03 1.435± 0.004

Vives [78] 1.2± 0.1 0.024± 0.012 (1.80± 0.19) (1.78± 0.19) (0.52± 0.20) 2.21± 0.02 1.425± 0.010

EQ

Ogielski [76] 1.3± 0.3 ∼0.05 (2.05± 0.5) 2.0± 0.5 0.5± 0.1 2.35

0
Newman [74] 1.02± 0.06 0.06± 0.07 (1.95± 0.18) 1.89± 0.17 (0.15± 0.20) 2.3± 0.2

Hartmann [40] 1.32± 0.07 0.50± 0.03 2.28± 0.01
Middleton [71] 1.37± 0.09 0.017± 0.005 (1.99± 0.09) (1.98± 0.09) (0.56± 0.12) 2.27± 0.004

4D
NEQ Perkovic [80] 0.89± 0.09 0.17± 0.05 (1.56± 0.29) 0.25± 0.38 4.10± 0.02 1.265± 0.007

EQ
Hartmann [37] 0.78± 0.10 0.13± 0.05 1.42± 0.20 0.18± 0.01 4.18± 0.01

0
Middleton [68] 0.82± 0.06 0.16± 0.03 4.179± 0.002

MFT 1/2 1/2 3/2 1 0
√

2/πJ 0
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Colaiori et al. compare the scaling behavior of the magnetization M for the DS

and the GS near their respective Rc and at Hc. (Hc = 0 for both cases.) Do-

ing finite-size scaling with the known thermodynamic critical exponents, they

present evidence that the DIPT of the DS and that of the GS are in the same

universality class, in both 3D and the Bethe lattice. On the other hand, Carpen-

ter et al. found a related DIPT for the demagnetization curve, which displays

similar critical behavior as that of the saturation loop [12].

1.3 Avalanches

Even there are so many evidences in favor of universality, the original question is

still not fully answered. We notice that some important critical exponents and

universal quantities of the equilibrium and non-equilibrium DIPTs have never

been compared. Also, we notice that by comparing universal scaling functions

rather than just critical exponents, we are comparing an infinite amount of more

information than was done previously.

Moreover, we think the whole idea of looking at avalanches is quite neat:

Not only are we directly testing more sensitive features of the problem, but we

are giving insight into why the two DIPTs could be similar: the equilibrium and

non-equilibrium systems could have similar avalanches during the magnetization

process.

Actually, avalanche behavior in diverse dynamical systems has been exten-

sively studied in the past decade [90, 42, 20, 100, 56, 23, 34]. In those systems,

there are often large number of metastable states, which cannot lower their en-

ergy by small rearrangement of configurations. When pushed by an external

driving field, those systems shift from one metastable state to another, showing

collective behavior in the form of avalanches. A dynamic avalanche is the rear-

rangement of the system configuration, which connects two different metastable

states. In experiments, avalanches are often associated with crackling noise

as measured in acoustic emission and Barkhausen noise experiments [100, 20].

A power law distribution of avalanche sizes over several decades up to certain

cutoffs has been observed in many experiments ranging from magnets to earth-

quakes [20,56,23,43]. The critical exponents associated with avalanche size dis-

tribution are universal, i.e they will be shared among a large family of materials

and systems. The universality class typically just depends on the dimensional-

ity, interaction range and symmetry, rather than the microscopic details of the

diverse materials [90]. This has been well explained by the RG method, which

is a tool to describe the way the space of all physical systems maps into itself

under coarse-graining.

A common feature in many of the above systems is the competition between

interaction and disorder. With slowly changing driving fields, the interaction

tends to promote avalanches while the disorder tends to stop them. When inter-

action dominates, avalanches become so big that they span the whole system.
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Figure 1.3: (left) A three-dimensional view from one side of a single avalanche
in non-equilibrium RFIM with 2003 spins at R = 2.3 (within 6% of the critical
disorder Rc). The avalanche contains 282,785 spins. The time when each spin
flipped is shown by its color. The avalanche generally grew from left to right.
Notice that it has many branches and holes. Also notice that on the right hand
side, there are several dark red spots poking through in the middle of the light
green area. The green area stopped growing, but other parts of the avalanche
later filled in the holes. (right) Typical avalanche time series. Voltage pulse
during a single large avalanche (arbitrary units). Notice how the avalanche
almost stops several times.

When disorder dominates, avalanches are tiny. In between, i.e when the inter-

action and disorder are comparable, a very broad distribution of avalanche sizes

is observed. Based on this simple scenario, a non-equilibrium disorder-induced

phase transition has been extensively studied both theoretically [89,17,80] and

experimentally [3]. The key result is that there is a plain old critical point near

which a power law distribution of avalanche sizes is expected, see Fig. 1.4.

So far, avalanche behavior in equilibrium systems (“static” avalanches) have

rarely be studied. With a “static” avalanche we refer to a configuration rear-

rangement connecting two neighboring different ground states at two different

external fields. Note that at zero temperature, a ground state is the globally

stable state with the lowest energy possible for the system at a certain external

field. It is distinguished from the metastable state, which is just a local mini-

mum in the energy landscape. The static avalanche is very difficult to study for

a very simple reason: the disordered system cannot approach the equilibrium

or its ground state very easily. Due to the presence of disorder and the con-

sequent diverging free energy barriers, disordered systems will usually occupy

some history dependent metastable states. Jumps over large free energy barrier

to reach more favorable state are very unlikely often even at room tempera-

ture [99, 24, 92]. This makes the general study of the equilibrium properties of

any disordered systems very hard, especially in experiments.

Up to now, equilibrium systems were believed to be completely different

from non-equilibrium ones simply because the underlying physics is so different:
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Figure 1.4: Avalanches: scale invariance. (left) Cross section of all avalanches in
a 109-spin simulation at R = Rc. The white background is the infinite, spanning
avalanches, which only exists for R ≤ Rc. (right) Cross section of all avalanches
in a 106-spin simulation at R = Rc. Comparing (right) with (left), one sees that
the system is (statistically) invariant under the change in length scale.

equilibrium systems occupy stable states and have no history dependence while

non-equilibrium systems occupy metastable states and are history dependent.

How can they behave similarly? Here, a natural question arises: Do static

and dynamic avalanches have the same critical behavior? Answering this basic

question would be very important for two obvious reasons: (1) Theoretically, it is

crucial to understand whether there are any possible deep connections between

equilibrium systems and their non-equilibrium counterparts. More specially, we

want to know whether the dynamics is crucial in determining the universality

class of disorder-induced phase transitions [61, 88, 16]. (2) Experimentally, if

static and dynamic avalanches do have the same critical behavior, then systems

out of equilibrium may be used to predict equilibrium critical behavior. This

would save us a lot of time waiting for the system relaxing to equilibrium.
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Chapter 2

Method

We focus on the random-field Ising model (RFIM) at zero-temperature, which

is a caricature of disordered magnets and has been very successful in explaining

dynamic avalanches and crackling noise observed in magnets [89, 17,80,3].

The zero-temperature approximation makes sense in the RFIM because ther-

mal fluctuations become less and less important on longer and longer length

scales when scaling predictions are valid. This will simplify our studies. We

further assume that the external field is adiabatically slowly changing, i.e. it

doesn’t change during the propagation of an avalanche. This will avoid the

temporal overlap of multiple avalanches and simplify our analysis further [102].

With these assumptions, a static (dynamic) avalanche connects two nearest

ground (metastable) states in the free energy landscape. Both kinds of avalanches

can be clearly identified in numerical calculations, as discussed below.

An avalanche in the RFIM refers to the flip of neighboring spins during

the magnetization process, corresponding to a jump in the magnetization curve

M(H). To study the static and dynamic avalanches in the RFIM, we calculate

the zero-temperature magnetization process in equilibrium and non-equilibrium,

respectively.

Equilibrium case: The equilibrium magnetization curves are obtained by

using the efficient algorithm reported in Ref. [36,26]. Essentially, this algorithm

finds steps by narrowing down range where jumps in magnetization occur rather

than naively increasing the external field H adiabatically slowly from −∞ to∞.

A linear interpolation scheme used by those authors is based on the fact that

the ground state energy has a convexity property which allows for estimates

of the fields H where the magnetization jumps [26]. To get the exact ground

state (GS) for a given disorder R at external field H, the RFIM GS problem

is mapped onto the min-cut/max-flow problem in combinatorial optimization,

which can be solved via the so-called push-relabel algorithm [13,1]. Once we get

the series of exact ground states along the M -H curve, the “avalanches” are just

associated with the magnetization jumps during the ground state evolution.

Non-equilibrium case: The non-equilibrium magnetization curves (the hys-

teresis loops) are calculated using the adiabatic local metastable dynamics, i.e.

each spin flips deterministically when it can gain energy by doing so [89]. That
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is, it flips when its effective local field

heff
i = J

∑

j

sj + hi +H (2.1)

changes sign. This change can occur in two ways: a spin can be triggered

when one of its neighbors flips (by participating in an avalanche), or a spin can

be triggered because of an increase in the external field H(t) (starting a new

avalanche). Thus the domain nucleation is allowed in our model. 1 Initially,

the external field is set to a very negative value, such that all the spins start

pointing down (si = −1 for all i). As the field is adiabatically slowly increased,

a spin will flip. Due to the nearest neighbor interaction, a flipped spin will

push a neighbor to flip, which in turn might push another neighbor, and so

on, thereby generating an avalanche of spin flips. Thanks to the ferromagnetic

nature of the couplings, the final state does not depend on the sequential order

of spin flips. This is the so-called Abelian property of this dynamics. During

each avalanche, the external field is kept constant. In this sense, the field is

adiabatically slowly changing: Ω = dH/dt = 0. Three different algorithms to

simulate this dynamics are described in Ref. [51].

Shown in Fig. 2.1 are the M(H) curves at different disorders and corre-

sponding avalanches occurring during the magnetization processes. For R > Rc

(see subfigure/curve (c) and (f)), spins tend to flip individually and result in

many tiny avalanches and a macroscopically smooth magnetization curve. For

R ∼ Rc (see subfigure/curve (b) and (e)), avalanches of a large range of sizes

are observed and jumps of all sizes show up in the magnetization curve. For

R < Rc (see subfigure/curve (a) and (d)), most spins tend to flip in a system

spanning avalanche seen as a macroscopic jump in the magnetization curve.

We have studied system sizes ranging from L3 = 323 to 1923. All the

measured properties are averaged over a large number of realizations of the

random-field configuration. Typical averages are performed over a number of

realizations that ranges between 104 for L = 32 and 45 for L = 192.

1Note that in the literature there is also a different dynamics discussed — the front prop-
agation dynamics, which has been used to model fluids invading porous materials [47]. In the
invasion problem, the fluid can push into the rock only along an invading front. So domain
nucleation is not allowed in this front propagation dynamics.
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Figure 2.1: Disorder dependent avalanche behavior in RFIM. (Top)
Magnetization curves in equilibrium (blue) and non-equilibrium (red) at dif-
ferent disorders (below, near and above the critical disorder Rc). (Bottom)
The corresponding static and dynamic avalanches occurring during those mag-
netization processes. The calculation is done on 3D Gaussian RFIM at zero-
temperature with system size 643. Non-equilibrium: (a) R = 2.0, (b) R = 2.224,
(c) R = 2.6. Equilibrium: (d) R = 2.25, (e) R = 2.45, (f) R = 2.9. Note that
Rneq

c = 2.16± 0.03 and Req
c = 2.28± 0.01 for 3D Gaussian RFIM [80,40].
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Chapter 3

Analytical results

Here, we show two additional similarities between the equilibrium and non-

equilibrium RFIM beyond any finite-dimensional simulations.

3.1 MFT avalanche critical exponents

The avalanche critical exponents in MFT must be the same for the two DIPTs.

We start the proof by noticing that in non-equilibrium the hard spin MFT

magnetization curve has no hysteresis for R ≥ Rc [17].

The mean-field Hamiltonian can be written as

H = −
∑

i

(JM +H + hi) si (3.1)

Initially, H = −∞, all spins are pointing down. Then the field is adiabatically

slowly increasing. Each spin flips if its local effective field heff
i = JM +H + hi

changes sign. In other words, at a given field H, spins with hi < −JM −H will

be pointing down and spins with hi > −JM−H will be pointing up. Therefore,

we have

M(H) = (−1) ·
∫ −JM−H

−∞
ρ(h)dh+ (+1) ·

∫ +∞

−JM−H

ρ(h)dh

= 1− 2

∫ −JM−H

−∞
ρ(h)dh

= 1− 2

∫ x

−∞
ρ(h)dh (3.2)

with x ≡ −JM −H. For Gaussian ρ(h), we have

M(H) = erf

(

JM +H√
2R

)

(3.3)

This is best solved graphically. The result is shown in Fig. 3.1. Since there

is only one M(H) solution for R ≥ Rc in MFT, it must be the non-equilibrium

and the equilibrium solution at the same time. In MFT, every spin couples to

M(H). Since M(H) is unique, this implies that as H is increased there is a

unique series of local-field configurations and therefore a unique series of states.
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Figure 3.1: Mean-field magnetization curve for the non-equilibrium zero tem-
perature Gaussian RFIM at different disorders. (a) R = 0.6J < Rc. (b)
R = Rc =

√

2/πJ . (c) R = J > Rc.

This means that in MFT for R ≥ Rc the avalanches in equilibrium must be the

same as the avalanches in non-equilibrium. So the MFT avalanche exponents

must be the same in both DIPTs.

Here, I briefly discuss the calculation of MFT critical exponents. From

Eq. 3.2, one has

χ =
dM

dH
=

2ρ(x)

1− 2Jρ(x)
. (3.4)

Define xc to be the root of 1 − 2Jρ(x) = 0 so that χ diverges (because the

spanning avalanche occurs and H = Hc(R)). For Gaussian ρ(h), it is easy to

derive that

xc(R) = ±
√

2R2 log(Rc/R) = ±
√

2Rc(r
1/2 +O(r)) (3.5)

with scaling variable r ≡ (Rc −R)/R.

Near the critical point (Rc, Hc(Rc)), successive Taylor expansions with re-

spective to xc(R) and xc(Rc) on Eq. 3.4 yield

dM

dH
≈ 2R2

c

J
(x2 − x2

c(R))−1 (3.6)

After rearranging terms and solving the differential equation of x(R), we

have a cubic equation (in the limit of r → 0)

x3 − 6R2
crx+ 6R2

ch = 0 (3.7)

with scaling variable h ≡ H − Hc(Rc).
1 This gives the scaling behavior of

1It can be proven that in MFT, Hc(Rc) = 0. Proof. From Eq. 3.5, we see that xc(Rc) =

−JM(Hc(Rc))−Hc(Rc) = 0. According to Eq. 3.2, if x = 0, then M = 1−2
R 0
−∞

ρ(h)dh = 0.

Now it is clear that xc(Rc) = 0 ⇒ Hc(Rc) = 0. Q.E.D

13



M(r, h) :

M(r, h) ∼ |r|βg±(h/|r|βδ) (3.8)

for small h , r and ± refers to the sign of r = (Rc−R)/R. MFT gives β = 1/2,

δ = 3 and g±(y) is given by the smallest real root of the cubic equation

g3
±(y)∓ 12

π
g±(y)− 12

√
2

π3/2Rc
y = 0. (3.9)

In non-equilibrium, using a Poisson statistics argument [17], it has been

found that

D(S, t) ∼ S−3/2 exp(−St2/2) (3.10)

with t ≡ 2Jρ(x)−1. Again, near Hc(Rc), successive Taylor expansions on xc(R)

and xc(Rc) yield

t = 2Jρ(x)− 1 ∼ Jρ′′(xc(Rc))(x
2 − xc(R)). (3.11)

Considering Eq. 3.5 and as r → 0, h → 0, x = −JM − H ∼ −JM ∼
−J |r|βg±(h/|βδ|), one has

t ≈ J3

√
2πR3

c

4

π
r
[

1∓ π

4
g2
±(h/|r|βδ)

]

(3.12)

with βδ = 3/2 and . Insert Eq. 3.12 into Eq. 3.10, we have

D(S, r, h) ∼ S−τD±(Sσ|r|, h/|r|βδ) (3.13)

with τ = 3/2 , σ = 1/2 and D± is given by

D±(x, y) =
1√
2π

exp[−x
2
(1∓ π

4
g2
±(y))2] (3.14)

3.2 Middleton’s no-passing rule

Middleton’s no-passing rule [69]: One defines the natural partial ordering of two

states: a state C = {s1, · · · , sN} ≥ C̃ = {s̃1, · · · , s̃N} if si ≥ s̃i for each site i

of the system. Let a system C(t) be evolved under the fields H(t) and similarly

C̃(t) evolved under H̃(t). Suppose the fields H(t) ≥ H̃(t) and the initial states

satisfy C(0) ≥ C̃(0), then the no-passing rule guarantees the partial ordering will

be preserved, i.e. C(t) ≥ C̃(t) at all times later t > 0. For the magnetization

process, this is equivalent to the absence of reverse spin flips as H is swept

from −∞ to ∞. In non-equilibrium, this rule has been proven and applied to

explain the return-point memory [89]. In equilibrium, the main idea of the proof

follows. For any state C2 at field H2 which evolves from the GS C1 at field H1

(H1 < H2) with reverse avalanches, we can always find a corresponding state C̃

which evolves from C1 without any reverse avalanches and has lower energy than
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C2 at field H2. So as H is increased, the GS evolves without any reverse spin

flips. Since flipped spins need not be considered any more in the GS calculation

for all higher fields, the algorithm will be accelerated dramatically [26].

3.2.1 Introduction

The no-passing rule was first introduced by Middleton in the study of sliding

charge-density waves (CDW’s) [69]. The CDW problem belongs to the more

general class of driven elastic manifolds in random media. If one defines a

simple one-dimensional order parameter within the model, then a natural par-

tial ordering of the configurations can be defined. In the simple CDW model

considered by Middleton, the CDW configuration {ϕi(t)} describes the CDW

distortions at N lattice sites indexed by i, with ϕi(t) real phase variables and t

the time. The equation of motion for an overdamped CDW is governed by the

Langevin dynamics

ϕ̇i = ∆ϕi − V ′
i (ϕi) + f(t) (3.15)

Here, the ∆ϕi term represents the simple elastic interactions. V ′
i (ϕi) is the

pinning force at site i due to the 2π periodic pinning potential V (ϕi). And

f(t) stands for the external driving force. Then one can define the natural

partial ordering of two configurations: CG = {ϕG
i } ≥ CL = {ϕL

i } if ϕG
i ≥ ϕL

i

for each site i of the system. The no-passing rule states that given a driving

force f if initially CG(0) ≥ CL(0), then CG(t) ≥ CL(t) for all t > 0, i.e. the

“greater” (CG) is never passed by the “lesser” (CL). As stressed by Middleton,

this rule relies crucially on the elastic potential being convex. In other words,

the elastic potential tends to decrease the separation of nearest-neighbor ϕ’s.

More recently, Krauth et al. found a similar no-passing rule in the study of

driven elastic strings in disordered media [84, 50]. Obviously, this is the same

general problem. Again, the rule is crucially dependent on the fact that the

elastic potential is convex.

The no-passing rule can be used to prove many useful properties, such as

the asymptotic uniqueness of the sliding state for CDW’s [69] and the intrigu-

ing memory effects [89]. In fact, just after its introduction by Middleton, the

no-passing rule was used in the non-equilibrium zero-temperature random-field

Ising model (RFIM) by Sethna et al. to prove the return point memory ef-

fect [89]. In this case, the natural partial ordering of two configurations can

be defined similarly as in the CDW case. A difference is that si = ±1 while

ϕi is real. The no-passing rule states: Let a system CG(t) be evolved under

the fields HG(t) and similarly CL(t) evolved under HL(t). Suppose the fields

HG(t) ≥ HL(t) and the initial configurations satisfy CG(0) ≥ CL(0), then

CG(t) ≥ CL(t) at all times later t > 0, i.e. the partial ordering will be pre-

served by the dynamics. With a local metastable single-spin-flip dynamics, i.e.
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a spin flips when its effective local field

heff
i = J

∑

j

sj + hi +H (3.16)

changes sign, the proof of the no-passing rule is straightforward [89]. Even with a

two-spin-flip dynamics, it has been shown by Vives et al. that the no-passing rule

is still true at zero-temperature [101]. Note that for the magnetization process,

the no-passing rule is equivalent to the fact that the flipped spins can never

flip back as H is swept monotonically. Again, this rule is not unconditionally

true. It relies crucially on the nearest-neighbor interaction being ferromagnetic

(J > 0). Just like the convex elastic potential, the ferromagnetic interaction

also tends to decrease the separation of nearest-neighbor degrees of freedom, i.e.

it tends to align the spins.

Recently, in the study of the equilibrium zero-temperature RFIM, Vives et

al. conjectured that when the external field H is swept from −∞ to ∞, flipped

spins cannot flip back in the equilibrium M(H) curve [27]. In other words, the

no-passing rule is valid even for the zero-temperature equilibrium dynamics, i.e.

the evolution of the ground state (GS). Vives et al. further conjectured that

this rule can be used to speed up the calculation of the equilibrium M(H) curve

since flipped spins at a lower field can be removed from the GS calculation for all

higher fields. Unfortunately, this simple but powerful rule has not been proven

so far for the equilibrium RFIM. This is the main motivation of our work.

3.2.2 Equilibrium M(H) curve

To calculate the equilibrium M(H) curve of the zero-temperature RFIM, we

first need to calculate the exact GS in the RFIM at an arbitrary applied exter-

nal field H. This is the basic step of calculating the equilibrium M(H) curve,

i.e. the GS evolution for varying H. Fortunately, there is a well-known map-

ping of the RFIM GS problem to a min-cut/max-flow problem in combinatorial

optimization. The mapping and the so-called push-relabel algorithm for the

min-cut/max-flow problem has been well described in the literatures [39, 13].

For RFIM, the run time of the push-relabel algorithm scales as O(N 4/3) with

N the system size [36, 70].

The equilibrium M(H) curve can be simulated with the method reported in

Refs. [36, 26]. It is essentially based on the fact that the GS energy E({si}, H)

is convex up in H, which allows for estimates of the fields H where the mag-

netization jumps (called “avalanches” occur). This algorithm finds steps by

narrowing down ranges where the magnetization jumps with an efficient linear

interpolation scheme. An illustration of the algorithm is shown in Fig. 3.2.

The details have been explained extensively in Ref. [26]. An example of the

calculated equilibrium M(H) curve is shown in Fig 3.3.

In the E-H diagram, for each state {si}, the total energy E is represented
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Figure 3.2: (Color online) An illustration of the algorithm to calculate the
equilibrium M -H curve. Calculate the energies E1 and E2 of the two simplest
states C1 = {si = −1} and C2 = {si = +1}, respectively, as a function of
H. According to Proposition. 1, C1 (or C2) would be the ground state for
H < −hmax (or H > −hmin). Calculate the crossing field H∗(C1, C2) where
E1 = E2. Check whether there is a GS at H∗ which is different from C1 and
C2. According to Proposition. 3, if no such a GS exists, the algorithm ends; if
yes, denote the GS as C, calculate the crossing field H∗(C,C1) and H∗(C,C2).
At the new crossing fields, check whether there is a GS which is different from
the two intersected states. The algorithm will not end until all the crossing
fields have been checked. An example of the calculated equilibrium M -H curve
is shown in Fig. 3.3.

by a straight line with slope −M ≡ −∑i si since

E({si}, H) = E0({si})−HM (3.17)

with

E0({si}) = −
∑

<i,j>

J sisj −
∑

i

hi si (3.18)

the energy axis intercept. E0 is also called the internal energy, i.e. the total

energy of the configuration when H = 0. And the total energy E is also referred

to as the magnetic enthalpy. Consider a D-dimensional hypercubic lattice of

size N = LD. Let hmax (hmin) be the maximum (minimum) values of hi for

a certain realization of the random fields. (Usually, random fields are chosen

from a Gaussian distribution with mean 0 and standard deviation R. R is often

called the disorder parameter.)

Four simple propositions follow here, which are very useful in understanding

the algorithm to calculate the equilibriumM -H curve. Note that Proposition. 1,

2 and 3 and their proofs are just reproduced from Ref. [26]. Proposition. 4 is

new and the proof is given here.

Proposition 1 For H < −hmax (H > −hmin), the ground state is {si = −1}
({si = +1}).
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Figure 3.3: The equilibrium M -H curve (the ground state evolution) for the
Gaussian RFIM with D = 3, L = 32 and R = 2.837. Here R is the standard
deviation of the Gaussian random field distribution. The inset shows a detail
of the M(H) curve near H = 0, where magnetization jumps are clearly seen.

Proof. The proof is straightforward, since under such circumstances {si =

−1} ({si = +1}) minimizes not only the first term of the Hamiltonian but also

the last two terms. Q.E.D

Proposition 2 Let the spin configuration C1 (C2) be the ground state for H =

H1 (H = H2). They have magnetization M1 and M2, respectively. If C1 6= C2

and H2 > H1, then M2 > M1.

Proof. Because C1 and C2 are the ground states at H1 and H2, respectively,

we have

E{C1, H1} = E0{C1} −H1M1 < E{C2, H1} = E0{C2} −H1M2

E{C2, H2} = E0{C2} −H2M2 < E{C1, H2} = E0{C1} −H2M1(3.19)

Here, E0 = −∑<i,j> J sisj −
∑

i hisi. Adding the above two equations, one

gets

(H1 −H2)(M1 −M2) > 0 (3.20)

Thus, when sweeping the external field from H = −∞ to H = ∞, the magne-

tization M will increase monotonically. Q.E.D

Thus, when sweeping the external field from H = −∞ to H = ∞, the

magnetization M will increase monotonically. A corollary of this proposition is

that in the E-H diagram if the slopes of the lines corresponding to the ground

states C1 and C2 are different, i.e. M1 6= M2, and without loss of generality

we can assume M1 < M2, then the lines intersect at a field H∗ such that

H1 < H∗ < H2. This fieldH∗(C1, C2) is defined as the crossing field between C1

and C2. According to the definition, one has E0(C1)−H∗M1 = E0(C2)−H∗M2,
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so

H∗(C1, C2) =
E0(C2)− E0(C1)

M2 −M1
(3.21)

For example, we can calculate the crossing field between the two simplest ground

states: C1 = {si = −1} with M1 = −N and C2 = {si = +1} with M2 = N . We

have H∗ = −1/N
∑

i hi = −h̄i.
2

Proposition 3 Let the spin configuration C1 (C2) be the ground state for H =

H1 (H = H2). C1 6= C2, H2 > H1 and the crossing field between C1 and

C2 is H∗. If there is no configuration C such that E(C,H∗) < E(C1, H
∗) =

E(C2, H
∗) then: (i) C1 is the ground state at least for the field range [H1, H

∗)

and (ii) C2 is the ground state at least for the field range (H∗, H2].

Proof. Suppose that there is a configuration C̃ such that for H = H̃ ∈
(H1, H

∗) the relation E{C, H̃} < E{C1, H̃} holds, i.e. C̃ is the ground state

for H = H̃. Due to Proposition. 2, we have M̃ > M1. The energy of the

configuration C̃ at H∗ would be

E{C̃,H∗} = E{C̃, H̃} − (H∗ − H̃)M̃

< E{C1, H̃} − (H∗ − H̃)M̃

< E{C1, H̃} − (H∗ − H̃)M1

= E{C1, H
∗} (3.22)

in contradiction with the hypothesis of the proposition. Proof of (ii) is very

similar. Q.E.D

This is the most important proposition. Its power comes from the fact that

it can be applied iteratively. And finally we get the M(H) curve with all the

ground states (see Fig. 3.2).

Proposition 4 If the ground state is non-degenerate, then there cannot be more

than one avalanche connecting two nearest ground states in the E-H diagram.

Proof. Suppose when the field is increased from H1 to H2, the GS C1 evolves

to the nearest GS C2 with two avalanches (A1 and A2 with size S1 ≥ 1 and

S2 ≥ 1, respectively).

The crossing field is given by

H∗(C1, C2) =
E0(C2)− E0(C1)

M2 −M1
=
fA1

(0) + fA2
(0)

2(S1 + S2)
(3.23)

The last line is due to Eq.3.37. We can choose a trial state C which is evolved

from C1 with only avalanche A1 occurring. We want the following relation to

hold

E(C,H∗) < E(C1, H
∗) = E(C2, H

∗) (3.24)

2Random fields are usually generated according to a zero-mean distribution. But in prac-
tical simulation we are always dealing with a finite size system. So it is impossible to get
exactly h̄i = 1/N

P

i hi = 0.
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which is equivalent to

E(C,H∗)−E(C1, H
∗) = fA1

(H∗) = fA1
(0)− 2S1H

∗ < 0 (3.25)

Plugging Eq. 3.23 in it, we just need to prove

S2fA1
(0) < S1fA2

(0). (3.26)

If we do have S2fA1
(0) < S1fA2

(0), then we choose the trial state C, which

has lower energy than C1 and C2 at the field H∗; if S2fA1
(0) > S1fA2

(0), then

we can choose another trial state C ′, which is evolved from C1 through only

avalanche A2 and has lower energy than both C1 and C2 at H∗. In both cases,

we have shown that C2 can not be the nearest GS at H2 for the GS C1 at H1,

if C1 evolves to C2 with two avalanches. If S2fA1
(0) = S1fA2

(0), it is easy to

show that E(C1, H
∗) = E(C,H∗) = E(C ′, H∗) = E(C2, H

∗), then there will be

degenerate ground states at H∗, which is in contradiction to the hypothesis of

Proposition. 4. Q.E.D

3.2.3 Preparations of the Proof

In this section, we will work out the total energy change of the spin configuration

due to multiple spin flips and external field varying. The spin configuration is

not necessarily the ground state.

First, let us consider the simplest case of a single spin flip. Suppose only

one spin (si) flips during the evolution of configuration C at H to configuration

C ′ at H ′, with ∆H = H ′ − H and ∆M = M ′ −M . Define ni (or n′
i) to be

the number of the i-th spin’s nearest neighbors that point in the same direction

as the spin in configuration C (or C ′). We call these spins the same-direction

nearest neighbors (SDNN) of the i-th spin. Note that ni = 0, 1, 2, ...Z with

Z = 2D the coordination number of the D-dimensional hypercubic lattice.

It is easy to get the bond energy change 4J(ni −D). And the total energy

change due to the single spin-flip and the varying external field is given by

fi(H,∆H) = fi(H)−∆HM ′ (3.27)

Here we have defined

fi(H) ≡ fi(H, 0) = 4J(ni −D)− (hi +H)∆si (3.28)

which is the energy change due to spin i flipping for the configuration C just at

the field H, i.e. ∆si = ±2 with ∆H = 0. It is easy to check that

fi,±(H) = fi,±(0)± 2H = ±2heff
i (3.29)

where ‘±’ represents si = ±1 and ∆si = ∓2 accordingly.
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Figure 3.4: States evolved from C1, with only the change of the spin configura-
tion, i.e. avalanches and reverse avalanches are explicitly shown. (a) State C2:
evolved from state C1 with both avalanches and reverse avalanches. (Black dot)
spins flip up, forming avalanches (A1, A2, A3 and A4). (White dot) spins flip
down (reverse flip), forming reverse avalanches (Ar

1, A
r
2). Note that there are

three interacting bonds between avalanche A2 and reverse avalanche Ar
2. (b)

State C̃ evolved from state C1 without reverse avalanches.

Second, we consider two spin flips. Suppose two different spins (si and sj)

flip during the evolution of configuration C at H to configuration C ′ at H ′.

There are two subcases.

(1) si and sj are not next to each other. The energy change is

fi,j(H,∆H) = fi(H) + fj(H)−∆HM ′ (3.30)

(2) si and sj are next to each other. The energy change is

f〈i,j〉(H,∆H) = fi(H) + fj(H)− 4J(si · sj)−∆HM ′ (3.31)

Note that the term −4J(si · sj) is just due to the fact that the energy of the

i− j bond will not change during the flip.

Finally, let us consider the general case (see Fig. 3.4(a)). There are many

spin flips during the evolution of configuration C at field H to C ′ at field H ′.

It is easy to check that the total energy change is given by

∆E(H,∆H) =
[

fi(H)+fj(H)+· · ·
]

−4J (si·sj+· · · )−∆H(M+∆si+∆sj+· · · )
(3.32)

On the RHS, the first term includes all the flipping spins. The second term

includes all the nearest-neighbor interactions among those flipping spins. The

last term is due to the varying external field. In particular, if all the flipping

spins flip at the same H and they are connected to each other and have the

same spin value −1 (or +1) before the flip, then this collective spin flip is called
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an avalanche (or a reverse avalanche).

Denote the energy change due to an avalanche Aα as fAα
(H,∆H), we have

fAα
(H,∆H) =

[

fi(H) + fj(H) + · · ·
]

− 4JNb(Aα)−∆H(M + 2Sα)

≡ fAα
(H)−∆H(M + 2Sα) (3.33)

with Nb(Aα) defined as the number of interacting bonds in Aα, Sα the size of the

avalanche and fAα
(H) the energy change due to the avalanche when ∆H = 0.

Similarly, for the reverse avalanche, we have

fAr
β
(H,∆H) =

[

fi(H) + fj(H) + · · ·
]

− 4JNb(Ar
β)−∆H(M − 2Sr

β)

≡ fAr
β
(H)−∆H(M − 2Sr

β) (3.34)

Due to Eq. 3.29, we have

fAα
(H) = fAα

(0)− 2SαH (3.35)

fAr
β
(H) = fAr

β
(0) + 2Sr

βH (3.36)

Now we can rewrite Eq. 3.32 in terms of fAα
and fAr

β
. The total energy

change due to avalanches and reverse avalanches is given by

∆E(H,∆H) = FA(H)+FAr(H)+ 4JNb(A,Ar)− ∆H(M+2SA−2SAr) (3.37)

with notations FA(H) ≡ ∑

α fAα
(H), FAr(H) ≡ ∑

β fAr
β
(H), SA ≡

∑

α Sα,

SAr ≡∑β S
r
β . Here Nb(A,Ar) denotes the number of interacting bonds between

avalanches and reverse avalanches. For example, in Fig. 3.4(a), Nb(A,Ar) = 3.

3.2.4 Proof of the No-passing rule

Now we are ready for the proof of the no-passing rule. Let the spin configuration

C1 (C2) be the ground state for H = H1 (H = H2). H2 > H1. Suppose C1 and

C2 are connected with multiple avalanches: A1, A2 · · ·An with sizes S1, S2 · · ·Sn

and reverse avalanches Ar
1, A

r
2 · · ·Ar

m, with sizes Sr
1, S

r
2, · · · , Sr

m respectively. To

compensate these reverse avalanches (so as to make sure M is monotonically

increasing, see Proposition. 2), we must have SA =
∑n

α=1 Sα > SAr =
∑m

β=1 S
r
β .

See Fig. 3.4(a).

The idea is that if C2 is the GS at field H2, then it should have lower energy

than any other spin configuration at H2. But we will prove this is not true. Just

consider another spin configuration C̃. The only difference between C2 and C̃

is that C̃ is evolved from C1 without any reverse avalanches (see Fig. 3.4(b)).

We now try to prove that E(C̃,H2) < E(C2, H2), so C2 can not be the GS at
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H2. But this is equivalent to proving that ∆Ẽ < ∆E. Here,

∆E ≡ E(C2, H2)− E(C1, H1)

= FAr(H1) + FA(H1) + 4J Nb(A,Ar)− ∆H(M − 2SAr + 2SA).

(3.38)

On the other hand,

∆Ẽ ≡ E(C̃,H2)− E(C1, H1) = FA(H1)−∆H(M + 2SA) (3.39)

Therefore,

∆E −∆Ẽ = FAr(H1) + 4JNb(A,Ar) + 2SAr∆H > 0 (3.40)

Here we have used the fact that C1 is the ground state for H = H1 such that any

kinds of spin flip will increase the energy: fAr
β
(H1) > 0 ⇒ FAr(H1) > 0. Also,

for the ferromagnetic RFIM, J > 0. Since each term is positive, so the sum is

positive, i.e. ∆E > ∆Ẽ or E > Ẽ. Actually, for any state C2 which evolved

from C1 with reverse avalanches, we can find a corresponding state C̃ which

evolved from C1 without any reverse avalanches that has lower energy than C2

at field H2. So reverse spin flips are impossible for ground state evolution when

increasing external field. Generally, flipped spins can never flip back when we

sweep the external field monotonically.

3.2.5 Application

The straightforward application of the no-passing rule is very useful to accelerate

the calculation of the ground states when varying the external field. Suppose

the GS C1 at field H1 has already been obtained, and we want to calculate the

GS C2 at field H2 with H2 > H1. According to the no-passing rule, the up spins

in C1 will stay up in C2, i.e. those spins are frozen, so we need not consider them

in the ground state analysis. We just need to consider the down spins in C1.

The only cost is that we have to deal with the frozen up spins as complicated

fixed boundary conditions for the down spins. (For details, see Sec. A.3.3.) At

first sight, one may think that only when the density of the frozen spins is big

enough can we make the GS calculation faster. But how big is enough? To

optimize our calculation, we consider the running time difference (∆t) between

the two methods: (I) without using the earlier solution C1, and (II) using the

earlier solution C1. For both methods, ground states are found by using the

push-relabel algorithm. The numerical experiments are conducted on a desktop

with 2.80 GHz CPU and 2GB memory. And we tune the up-spin density nup

(down-spin density ndown) by varying H1. The result is shown in Fig. 3.5. It

is found that for H2 > H1, as long as nup & 0.07 in GS C1, method II will be

faster than method I. Symmetrically, for H2 < H1, as long as ndown & 0.07 in
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GS C1, method II will be faster than I. This suggests it is not necessary to have

an extremely large portion of frozen spins to use the earlier solution. Freezing

a tiny part of spins will accelerate the GS calculation already. Furthermore, for

larger and larger density of the frozen spins, using the earlier solution will save

more and more running time. (Keep in mind that for RFIM, the running time

of the push-relabel algorithm scales as O(N 4/3).) Consequently, the calculation

of the whole M(H) curve will be sped up dramatically.

3.2.6 Discussions

Throughout our proof of the no-passing rule, we do not assume that the ground

state is unique. In other words, the no-passing rule is correct even when the

ground state is degenerate. For example, this happens for the RFIM when the

random fields are chosen from a bimodal distribution [38].

In the proof we explicitly use the fact that the nearest neighbor interaction

should be ferromagnetic (J > 0). We think any antiferromagnetic interactions

will destroy the no-passing rule. Thus, for other random magnet models, if Jij

could be negative, such as the random-bond Ising model (RBIM) with negative

Jij or the spin glasses, the rule will be violated.

Finally, we conjecture that for elastic manifolds in random media, there

could be a similar equilibrium no-passing rule at zero temperature, provided

that the elastic potential is convex and partial ordering of the configurations

can be clearly defined.
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Figure 3.5: Running time difference (∆t) between methods with and without
using the earlier solution, i.e the GS C1 at field H1, to calculate the GS C2 at
field H2. The time difference ∆t (given in seconds) is plotted against the up-spin
(or down-spin) density of the GS C1. ∆t < 0 means using the earlier solution
will save the running time. Calculations are done for 3D Gaussian RFIM (with
disorder parameter R = 2.27) for different system sizes. (Left) H2 > H1. up
spins in C1 at field H1 will stay up at field H2. (Right) H2 < H1. down spins
in C1 at field H1 will stay down at field H2.
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Chapter 4

Numerical results on

Gaussian random-fields

We compare the avalanche exponents and scaling functions associated with the

avalanche size distribution and avalanche correlation function. The number of

spins participating in an avalanche is called its size S. The avalanche correlation

function measures the probability that a distance x between any two flipping

spins occurs in the same avalanche. For avalanches in equilibrium, no much

theoretical work has been done. All the previous studies are not very accurate

for the following reasons: the system size is pretty small; exponents are ob-

tained via fitting rather than scaling collapse [26, 27]. In non-equilibrium the

avalanche exponents and the associated scaling function have been well studied.

Therefore, comparing them with the corresponding equilibrium ones constitutes

a particularly strong test for universality.

We compare the spatial structure of avalanches and clusters near the critical

disorder. Here, clusters are connected regions of flipped spins, formed by the

aggregation of avalanches. In non-equilibrium, it is known that near the criti-

cal disorder the spatial structure of avalanches is visually interesting(Fig. 1.3):

fractal and anisotropic [90]. In equilibrium it also has been found that near the

critical disorder clusters have fractal surfaces [71]. Up to now, the comparison of

spatial structures of avalanches (or clusters) in equilibrium and non-equilibrium

has never been done. This would be another independent test of the universality.

Moreover, though the avalanches show such interesting spatial structure, there

has not much theoretical work been done on it up to now. One can say that, the

spacial structure of avalanches (or clusters) is worthy to be studied in its own

right. Recently, interesting experiments imaging avalanches in magnetic films

have been reported. Experimental approaches include using the magneto-optic

Kerr effect [53, 49], the magnetic force microscopy [87] and the x-ray speckle

metrology [81].

4.1 Avalanche size distribution

Now, we report new 3D simulation results which present evidence of universality

for the two DIPTs.

We compare the critical exponents and scaling functions associated with the

avalanche size distribution first. At disorder R and within a small range of fields
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around a particular value H, with (R,H) near the critical point (Rc, Hc), the

scaling form of the “binned” avalanche size distribution can be written as

D(S,R,H) ∼ S−τ D̄±(Sσ|r|, h/|r|βδ) (4.1)

where S is the size, i.e the number of spins participating in an avalanche, ± refers

to the sign of the reduced disorder r = (Rc − R)/R, and h = H − Hc is the

reduced field. The critical exponent σ gives the scaling of the largest avalanche

size Smax ∼ |r|−1/σ, which diverges as we approach the critical disorder. The

critical exponents β and δ come from the scaling form of the magnetization

near the critical point (Hc, Rc): M(H,R) − Mc(Hc, Rc) ∼ |r|βM±(h/|r|βδ).

Note that in equilibrium both Hc and Mc are zero due to symmetry. This is

generally not the case far from equilibrium. The critical values of Mc, Hc and

Rc in equilibrium and non-equilibrium are generally different [80,40].

For simplicity, instead of measuring D(S,R,H), we measure the integrated

avalanche size distributionDint(S,R), which is obtained by integratingD(S,R,H)

over H:

Dint(S,R) ∼ S−(τ+σβδ) D̄int
± (Sσ|r|) (4.2)

In non-equilibrium, the quantity Dint(S,R) for Gaussian ρ(h) has been studied

extensively, where (τ + σβδ)neq = 2.03 ± 0.03 and σneq = 0.24 ± 0.02 were

obtained from scaling collapses and linear extrapolation to Rc [89, 80]. This is

done by collapsing three curves at a time, plotting the values of the exponents

against |r|avg (the average of the reduced disorder |r| for the three curves), and

then linear extrapolating to |r|avg = 0.

In equilibrium, using the same method, we have (τ + σβδ)eq = 2.00 ± 0.01

and σeq = 0.23 ± 0.01. Both σeq and (τ + σβδ)eq match their non-equilibrium

values. Plotting the non-equilibrium universal scaling function [80]:

D̄int
− (X) = e−0.789X1/σ

(0.021 + 0.002X + 0.531X2 − 0.266X3 + 0.261X4) (4.3)

on top of the equilibrium collapse, we find an excellent match, up to the overall

horizontal and vertical scaling factors, see inset of Fig. 4.1. According to this

scaling function, we plot the distribution curves on top of the original data,

we find excellent fits for all disorders. The match in both critical exponents

and scaling functions strongly indicate that the two DIPTs belong to the same

universality class. We notice that in a previous work, (τ + σβδ)eq = 1.70± 0.07

was obtained via power-law fitting [27]. However, due to the “bump” in the

scaling function, the power law exponent can not be extracted from a linear fit

to the raw data since it will underestimate the exponent τ + σβδ. See inset of

Fig. 4.1.

The extrapolation is shown in Fig. 4.2. Here, we do the scaling collapse by

using two kinds of scaling variables: r = (Rc − R)/Rc and r = (Rc − R)/R.
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Figure 4.1: Integrated equilibrium avalanche size distribution curves in 3D for
643 spins and different disorders. Those curves are averaged up to 500 initial
random-field configurations. The inset shows the scaling collapse of the inte-
grated avalanche size distribution, using (τ + σβδ)eq = 2.00 and σeq = 0.23.
(Even with (τ + σβδ)neq = 2.03 and σneq = 0.24, the collapse still looks good.)
The thick black curve through the collapse is the non-equilibrium universal scal-
ing function D̄int

− (X) (see text). In the main panel, the equilibrium distribution
curves obtained from the non-equilibrium scaling function are plotted (thin solid
lines) alongside the raw data (thick solid lines). The straight dashed line is the
expected asymptotic power-law behavior: S−2.00, which does not agree with the
measured slope of the raw data quoted in Ref. [27] due to the “bump” in the
scaling function.

The extrapolation results are consistent. To minimize the finite size effect, we

require that rL1/ν � 1, i.e. r � L−1/ν . This implies that to get data points

even closer to |ravg| = 0, one has to go to larger system size.

4.2 Avalanche correlation function

The avalanche correlation function G(x,R,H) measures the probability that a

distance x between any two flipping spins occurs in the same avalanche [80].

Historically, there is a slightly different avalanche correlation function defined

for dynamic avalanches [80]. This “triggered” avalanche correlation function

Gtrig(x,R,H) measures the probability that the initial spin of an avalanche

will trigger, in that avalanche, another spin a distance x away. This definition

doesn’t make sense for a static avalanche simply because there is no initial spin

there. In fact, all spins in a static avalanche are equivalent to each other and
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Figure 4.2: (Top) τ + σβδ and (bottom) σ respectively, from collapse of the
ground state integrated avalanche size distribution curves for 643 system sizes.
Solid symbols denote using scaling variable r = (Rc−R)/Rc and hollow symbols
for r = (Rc−R)/R. The extrapolation to |ravg| = 0 gives: τ+σβδ = 2.00±0.01
and σ = 0.23± 0.01.

will flip as a whole to shift the system to another ground state. 1 Interestingly,

non-equilibrium studies have checked that in three dimensions, G(x,R,H) and

Gtrig(x,R,H) agree with each other very well [80]. This makes the general

definition of G(x,R,H) more meaningful.

The RG description suggests that close to the critical point (Rc, Hc) and for

large distance x, the avalanche correlation function can be written as [17]

G(x,R,H) ∼ x−(d−2+η)G±(x/ξ(r, h)) (4.4)

where ± indicates the sign of r, d is the dimension, and η is called the “anoma-

lous dimension”. ξ is the correlation length, which roughly gives the length

scale of the mean linear extent of avalanches in our system. Near the critical

point, we expect ξ to diverge and scale as: ξ ∼ |r|−νY±(h/|r|βδ) where Y± is

1We thank Andrei A. Fedorenko who pointed out the dynamical exponent z cannot be
the same in equilibrium and non-equilibrium, since near equilibrium there are exponentially
large energy barriers leading to very slow (glass-like) relaxation to equilibrium, while in the
non-equilibrium model the exponent z is associated with the duration of avalanches. In our
simulation, we just flip the static avalanche as a whole, so there is no well-defined duration.
The dynamical exponent z instead describes slow relaxation in this case.
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Figure 4.3: Integrated avalanche correlation function at different disorders. In
the legend, the subscripts stand for equilibrium (e) or non-equilibrium (n).
Those curves collapse to each other, with d + β/ν = 3.07 and ν = 1.37, which
are consistent with previous results of non-equilibrium Gaussian RFIM [80].

a universal scaling function. Similarly as in the calculation of avalanche size

distribution, it is much easier to measure the integrated avalanche correlation

function, which is obtained by integrating G(x,R,H) over H:

Gint(x,R) ∼ 1

xd+β/ν
Ḡ±(x|r|ν) (4.5)

where we have used the scaling relation (2−η)ν = βδ−β in the derivation [17].

Fig. 4.3 shows that for the integrated avalanche correlation function, both

critical exponents and scaling functions match for static and dynamic avalanches.

This again strongly indicate that the two DIPTs belong to the same universality

class.
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4.3 Fractal dimensions of avalanches and

clusters

Spin avalanches and clusters have fractal spatial structure (rugged on all scales).

This is not very surprising at all, because fractal spatial structure and the power

law scaling of various related quantities indicate a certain degree of criticality —

the absence of characteristic spatial and temporal scales at the critical point [90].

The goal of this section is to compute the fractal dimensions of the volume,

surface and size(or mass) of avalanches and clusters in equilibrium and non-

equilibrium zero-temperature RFIM. First of all, let’s give the exact definitions

of those quantities. The size S just means the number of spins participating in

the avalanche. By surface we mean the outermost surface of the avalanche (re-

gardless of the possible holes inside). The surface area a is defined as the number

of nearest-neighbor bonds that separate the avalanche from its surrounding re-

gion. The volume v is defined as the number of spins that are enclosed by the

outermost surface of the avalanche (treating the possible holes inside as if they

were filled). Obviously, if there are no fully enclosed holes inside the avalanche,

then the volume v is the just the same as the size S. Otherwise, v will be greater

than S. The similar definitions are applied to the clusters.

In the thermodynamic limit, the fractal behavior for all those quantities can

be written as

f(l;R) = ldf f∗((R−Rc) l
1/ν) (4.6)

Here, f could be S, v or a. df is the fractal dimension at the critical point.

ν is the critical exponent of the correlation length. The pre-factor is related

to the lacunarity of the fractal [60]. l is the characteristic length scale of the

avalanche (or cluster). l can be defined as either the geometric mean (lgm) or

the maximum (lmax) of the lengths of the sides of the minimal rectilinear box

that encloses the avalanche and has sides paralleled to system sides.

Eq.4.6 may naively indicate that one can get the fractal dimension df by

fitting the data with a power law. However, “Widom scaling” has proven to be

better than power law fitting in analyzing both numerical and experimental data

near a critical point for two reasons. First, finite-size effects can be explicitly

studied through finite-size scaling analysis. Second, scaling collapses are more

accurate because they automatically extrapolate to the correct scaling exponent

at the critical point even if the data is taken away from the critical point [79].

a. Using scaling variable l/L: For finite systems, the natural finite-size

scaling hypothesis reads

f(l;R,L) = Ldf f̂(rL1/ν , l/L) (4.7)

where r ≡ (R − Rc)/R and f̂ is a universal scaling function. At R = Rc, the
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above equation is just

f(l;Rc, L) = Ldf f̂(0, l/L) (4.8)

Therefore, we can do the data collapse by plotting L−dff(l;Rc, L) against l/L

to determine the fractal dimension df and even the universal scaling function

f̂(0, l/L). We tune df until all the curves lie on top of each other. The collapsed

function is the universal function f̂(0, l/L). For S, v and a, we can get the

respective fractal dimension: dS, dv and da. One may worry about the fact that

the scaling forms we use for the collapses do not include the corrections that are

present when the data is not taken in the limit L→∞. Therefore, it is necessary

to extrapolate to L → ∞ ( or L−1 → 0) to obtain the the correct exponents.

Considering this, we have collapsed the curves for three different system sizes

and plotted the values of the exponents extracted from such collapses against

the average of the three system sizes (or the inverse of the system sizes), which

we call 〈L〉 ( or 〈L−1〉). Then the extrapolation to 〈L〉 → ∞ (or 〈L−1〉 → 0)

yields the quoted exponents with error bars, For example, the scaling collapse

of the size of avalanches in non-equilibrium S(l;Rc, L) is shown in Fig. 4.4.

The extrapolation to the limit L → ∞ yields dS = 2.78 ± 0.05, see the inset

of Fig. 4.4. Note that the error bar at each 〈L−1〉 represent the estimated

range of values for which the collapses are satisfactory. We can do the similar

collapse for the volume and surface for avalanches and clusters in equilibrium

and non-equilibrium. All the results are shown in Table 4.1.

b. Using scaling variable v/V : Note that if we start from

f(v;R, V ) = V d̃f f̂(rV 1/3ν , v/V ) (4.9)

with V = L3, we have, at R = Rc,

f(v;Rc, V ) = V d̃f f̂(0, v/V ) (4.10)

Here, f could be S or a. This enables us to get the relative fractal dimensions:

d̃a ≡ da/dv and d̃S ≡ dS/dv. Then we can check the result obtained directly from

the data collapse using l/L. For example, the scaling collapse of the surface area

a of avalanche in non-equilibrium a(v;Rc, V ) yields d̃a = 0.84±0.01, see Fig. 4.5.

We can do the similar collapse for avalanches in equilibrium and clusters in

equilibrium and non-equilibrium. All the results are shown in Table 4.1.

c. Taking discrete logarithmic derivative Besides Widom scaling collapses,

there is another useful method to analyze the data obeying power-law relations

such as Eq.4.6, the so-called discrete logarithmic derivative (DLD) [71]. To take

the DLD is nothing but to calculate the local slope from a log-log plot. This is

easily understood by deriving

df = d log f(l, Rc)/d log l (4.11)
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Figure 4.4: Finite-size scaling (using scaling variable l/L) for the size S
of avalanches in non-equilibrium, using dS = 2.78. System sizes: L3 =
323, 483, 643, 963, 1283 and 1923 (from the top curve to the bottom one). Insets
show the extrapolation of the exponents to the thermodynamic limit, which
yields dS = 2.78 ± 0.05 for avalanches in non-equilibrium. Note that E.Vives
et al. get the size fractal dimension for the so-called critical non-spanning
avalanches [78]: dnsc = 2.78 ± 0.05. This is consistent with our result, though
here we didn’t separate the non-spanning avalanches into two categories: criti-
cal and noncritical ones. According to Vives, these two kinds of non-spanning
avalanches have very different averaged numbers and size distributions. How-
ever, up to our knowledge, the direct separation of those two kinds non-spanning
avalanches has not been done yet.

from Eq.4.6. Note that this method is only useful for the pure power-law func-

tions while Widom scaling collapse is a general method to obtain the unknown

exponents even from data that is taken too far away from a critical point to be

strictly power law distributed.

We bin the avalanches (and clusters) by volume v, logarithmically spaced

by powers of 2. Averaging over bins and samples gives the mean surface area

ā. Estimates of the relative dimension, i.e. d̃a(R,L, v) = da/dv, can then be

obtained by taking the DLD:

d̃a(R,L, v) =
ln
[

ā(R,L,
√

2v)/ā(R,L, v/
√

2)
]

ln(2)
(4.12)

Plots of this estimate with statistical errors for avalanches in non-equilibrium

is shown in Fig.4.6. At the critical disorder, the surface area appears to scale as

v0.83±0.02, i.e. d̃a = 0.83 ± 0.02 for intermediate-size avalanches with 1 � v �
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Figure 4.5: Finite-size scaling (using scaling variable v/V ) for the surface
area a of avalanches in non-equilibrium, using d̃a = 0.84. System sizes:
L3 = 323, 483, 643, 963, 1283 and 1923. All the curves lie on top of each other.
Insets show the extrapolation of the exponents to the thermodynamic limit,
which yields d̃a = 0.84± 0.01.

L3. We can do the similar collapse for avalanches in equilibrium and clusters in

equilibrium and non-equilibrium. All the results are shown in Table 4.1.

4.4 Anisotropy measures of avalanches and

clusters

Spin avalanche/cluster in non-equilibrium RFIM has been found to be anisotropic [22]

and topologically interesting [18]. It is longer than it is wide. It has tunnels and

sometimes during the avalanche it forms a tunnel and later winds itself through

it, forming a knot. In equilibrium, anisotropy studies of spin clusters are still

absent. However, universal features of the shapes of percolation clusters and

polymer chains have been studied for more than twenty years [22, 6, 7, 46]. By

computing proper quantities which characterize the shape of the clusters, both

numerical simulations and renormalization group calculations show that clusters

in those systems are quite anisotropic in the large cluster limit. At first sight,

the structural anisotropy of clusters in systems with isotropic coupling seems to

be very surprising. Nevertheless, as argued by Aronovitz et al., the isotropy of

coupling just implies that a given cluster conformation will appear with equal

probability in arbitrary orientations. It doesn’t guarantee that the cluster it-
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Figure 4.6: Dependence of the surface area of avalanches in non-equilibrium on
the enclosed volume v is expressed as an effective exponent, i.e. the relative
fractal dimension, d̃a(R,L, v) at R = Rc, for L = 32, 48, 64, 96, 128, 192. The

avalanche surface area scales as vd̃a(R,L,v) with d̃a = 0.83± 0.02 for the largest
avalanches that are not affected by finite-size effects.

self is isotropic [7]. Considering this, we conjecture that both avalanches and

clusters in RFIM could be anisotropic in the large avalanche and cluster limit.

To characterize the shape of a given conformation, we introduce the radius of

gyration tensor Q as follows [46]. For a given specified conformation of S points

inD-dimensional space, (representing either the monomer positions in a polymer

chain or the occupied sites in a percolation cluster, or RFIM avalanche/cluster),

the position vectors read: Rj = (Xj,1, Xj,2, ..., Xj,D) with j = 1, ..., S. Here,

each point represents a spin in an avalanche (or a cluster) in the non-equilibrium

RFIM. Then the radius of gyration tensor Q (with D eigenvalues λα) is defined

as

Qαβ =
1

2S2

S
∑

i,j=1

[Xi,α −Xj,α][Xi,β −Xj,β ]. (4.13)

Note that the usual square radius of gyration R2
G is given by the trace of Q,

i.e. R2
G =

∑D
α=1 λα ≡ Dλ̄, which characterizes the linear overall extension or

size of the conformation. To characterize the shape of the conformation one has

to consider ratios of those eigenvalues of Q. There are three kinds of measures

with exact definitions given in the following sections.

a. Anisotropy: A1 and A2 InD = 3, assuming eigenvalues λ1 ≥ λ2 ≥ λ3, two
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Figure 4.7: Size dependent A1 and A2 for avalanches in non-equilibrium. System
sizes: L3 = 323, 483, 643, 963, 1283 and 1923. R = Rc. The asymptotic value of
A1 as S → ∞ for avalanches is obtained by looking at the largest avalanches
that are not affected by the finite-size effects. We get A1(S →∞) = 0.29±0.01
and A2(S →∞) = 0.50± 0.02.

simple quantities, the so-called anisotropies A1 and A2 can be defined as [22]:

A1 = λD/λ1 and A2 = λD−1/λ1 (4.14)

The numerical results are shown in Fig.4.7. We notice that for both the clusters

and the avalanches, there is a regime of one to two decades in S over which finite-

size effects are almost negligible. Below this regime, A1 drops (A2 increases)

significantly due to the discrete-size effects. Above this regime, finite-size effects

lead to big statistical errors. We can get the asymptotic value of A1 and A2 as

S → ∞ for both avalanches and clusters, by looking at the largest avalanches

(or clusters) that are not affected by the finite-size effects. For example, as

S → ∞, for avalanches in non-equilibrium, we have A1 = 0.29 ± 0.01 and

A2 = 0.50± 0.02, see Fig. 4.7.

b. Asphericity: ∆D The above two measures are very hard to generalize

to higher dimensions. Another quantity which is easy to generalize to higher

dimensions is the so called asphericity [6], which is defined as

∆D =
1

D(D − 1)

D
∑

α=1

(λα − λ̄)2

λ̄2
. (4.15)

Note that ∆D vanishes for conformations with all eigenvalues λα = λ̄ equal and
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Figure 4.8: Size dependent ∆D and SD for avalanches in non-equilibrium.
System sizes: L3 = 323, 483, 643, 963, 1283 and 1923. R = Rc. The asymp-
totic values of ∆D and SD for avalanches in non-equilibrium as S → ∞ are
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takes a maximum value of 1 for a completely collinear conformation where all

eigenvalues vanish except one. ∆D characterizes the shape’s overall deviation

from spherical symmetry. See Fig.4.8. We notice that, except for the decay

trend, these two plots have similar features as plots of A1 and A2. We can

do the same estimation to get the asymptotic value of ∆D as S → ∞. For

avalanches in non-equilibrium, we have ∆D = 0.16± 0.01.

c. Prolateness: SD The prolateness SD is defined as

SD =
(λ1 − λ̄)(λ2 − λ̄)(λ3 − λ̄)

2λ̄3
, (4.16)

which can distinguish prolate from oblate shapes inD = 3. SD is bounded to the

interval [−0.125, 1]. The maximum (minimum) is taken when two eigenvalues

vanish (one vanishes and the other two are equal) [6, 7]. Positive (negative)

values belong to prolate (oblate) shapes, with one eigenvalues greater (smaller)

than and the other two smaller (greater) than λ̄. Our result is shown in Fig.4.8.

Similar estimation yields the asymptotic value of SD as S →∞, for avalanches

in non-equilibrium: SD = 0.06 ± 0.01. The result suggests that avalanches in

non-equilibrium are prolate.
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4.5 Avalanche surface area distribution

In this section, we discuss the field integrated avalanche surface area distribution

for given sizes at Rc in both equilibrium and non-equilibrium. We know that

the surface area a of avalanches (or clusters) scales with the size S as

a ∼ Sd̂a (4.17)

with d̂a ≡ da/dS. Then the distribution of surface areas Da(S,R,H, a) for an

avalanche of size S close to the critical field Hc and critical disorder Rc is given

by

Da(S,R,H, a) ∼ S−qD±(Sσ|r|, h/|r|βδ, a/Sd̂a) (4.18)

with q = τ + d̂a, and is defined such that

∫ +∞

−∞

∫ +∞

Z

Da(S,R,H, a) dHda = S−(τ+σβδ)Dint
± (Sσ|r|) (4.19)

where Dint
± was defined in the integrated avalanche size distribution section. The

avalanche surface area distribution integrated over the field H, at the critical

disorder r = 0 is then easily derived:

D(int)
a (S, a) ∼ a−(τ+σβδ+d̂a)/d̂a D(int)

a (a/Sd̂a). (4.20)

(This is very similar to the derivation of the avalanche time distribution [80].)

Fig. 4.9 shows the surface area distributions for different avalanche sizes and

collapses of those curves using Eq. 4.20. Here, we use d̂a = 0.81 and τ + σβδ =

2.01 for both equilibrium and non-equilibrium collapses. The values are also

consistent with what we obtained from the study of the field integrated avalanche

size distribution and the fractal dimensions of avalanches. We find that with

the same set of exponents, the scaling function D(int)
a (X) in equilibrium and

non-equilibrium match very well.

4.6 Summary

All the quantities we calculated are shown in Table 4.1.

First, the integrated size distribution of the avalanches. We find an excellent

match in both the critical exponents (σ and τ+σβδ) and scaling functions. Sec-

ond, fractal dimensions. We find that dS = dv for all the cases, which indicates

the “holes” would be ignorable in the thermodynamic limit. The relative fractal

dimensions obtained from different methods are consistent. Moreover, consid-

ering the systematic errors could be even larger than the ones listed here, we

conclude that the fractal dimensions (dS, dv or da) of avalanches (or clusters) in

equilibrium and non-equilibrium are very close. Third, anisotropy measures. It

is interesting to mention that avalanches (or clusters) are prolate in both equi-
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Figure 4.9: (Color online) Avalanche surface area distribution curves in 3D at
Rc, for avalanche size bins from 50 to 88 (from upper left to lower right corner).
The system size is 1923 for non-equilibrium (solid lines, averaged over 45 initial
random-field configurations) and 643 in equilibrium (dashed lines, averaged over
1431 initial random-field configurations). The inset shows the scaling collapse of
curves in the main panel, using the same set of exponents for both equilibrium
and non-equilibrium: d̂a = 0.81, τ + σβδ = 2.01.

librium and non-equilibrium. More importantly, we find that the asymptotic

values of all the anisotropy measures of avalanches (or clusters) in equilibrium

and non-equilibrium are very close. Forth, the integrated surface area distribu-

tion of the avalanches. We find that with the same set of exponents, the scaling

function in equilibrium and non-equilibrium match very well.

All in all, we have shown that the equilibrium and non-equilibrium DIPTs

of the zero-temperature Gaussian RFIM behave surprisingly similarly in critical

exponents, scaling functions and spatial structures of avalanches and clusters.

Also, they both obey the no-passing rule. All of these results indicate that the

two DIPTs are very likely in the same universality class. Larger system sizes

could be a direct way to test it further, especially for the fractal dimensions and

anisotropy measures. Different disorder distributions and lattice types would

also be useful methods to test the universality. We will investigate the former

in the next chapter.

Also, we want to emphasize the connection between all the known DIPTs

associated with different dynamics (history dependence). As we know, the de-

magnetization curve displays a very similar DIPT as that of the saturation

loop and the ground state [12, 16]. Together with our new result, we suggests
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Table 4.1: Critical exponents and anisotropy measures obtained from numerical
simulations in 3D for both equilibrium and non-equilibrium zt-GRFIM. Here,
values in parenthesis are quoted from Ref. [80]. Note that for clusters in equi-
librium, in Ref. [71], d̃a = 0.755 ± 0.007 is obtained by taking DLD. Then, the
authors assume compact volumes: dv = 3 and thus they obtain da = 2.27±0.02.

non-equilibrium equilibrium
Quantities Avalanches Clusters Avalanches Clusters

σ (0.24± 0.02) 0.23± 0.01
τ + σβδ (2.03± 0.03) 2.00± 0.01
dS 2.78± 0.05 2.76± 0.04 2.77± 0.09 2.78± 0.05
dv 2.78± 0.05 2.76± 0.04 2.77± 0.09 2.78± 0.05
da 2.33± 0.04 2.18± 0.04 2.16± 0.05 2.11± 0.03

d̃a (da/dv) 0.84± 0.02 0.79± 0.02 0.78± 0.03 0.76± 0.02

d̃a (collapse) 0.84± 0.01 0.80± 0.01 0.79± 0.01 0.76± 0.01

d̃a (DLD) 0.83± 0.02 0.80± 0.01 0.78± 0.01 0.76± 0.01
A1 0.29± 0.01 0.25± 0.01 0.30± 0.02 0.28± 0.01
A2 0.50± 0.02 0.45± 0.02 0.50± 0.02 0.48± 0.02
∆d 0.16± 0.01 0.21± 0.02 0.16± 0.02 0.18± 0.02
Sd 0.06± 0.01 0.09± 0.01 0.06± 0.01 0.07± 0.01

that all the three DIPTs, associated with the saturation loop, the demagneti-

zation curve and the equilibrium magnetization curve respectively, are indeed

in the same universality class. This would be very exciting. So far there is no

RG treatment for the demagnetization curve, while there is for the saturation

loop [17]. Motivated by these results, we find that analytic studies comparing

the RG descriptions of the DIPTs with different dynamics are indeed an exciting

prospect.
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Chapter 5

Numerical results on

different random-field

distributions
Recently, the universality concept with respect to the shape of random-field

distribution ρ(h) has been questioned in both 3D simulations and mean-field

theory [5, 21]. It would be then interesting to understand whether the unex-

pected universality reported in the last section is affected by varying the shape

of ρ(h).

Generally, to model quenched disorders, the local fields hi are randomly

chosen from a distribution ρ(h) which is symmetric around zero with a peak of

width R. Here, the width R is often called disorder parameter or just disor-

der. We consider four different distributions: (1) Gaussian with zero mean and

disorder R defined to be the standard deviation: ρ(h) = 1√
2πR

exp(− h2

2R2 ); (2)

Lorentzian ρ(h) with peak location at zero and R defined to be the distribution

width at the half-maximum: ρ(h) = 1
2π

R
h2+(R/2)2 ; (3) parabolic distribution be-

tween −R and R, i.e. ρ(h) = R2−h2

4R3/3 for −R < h < R and 0 for rest; (4) uniform

distribution between −R and R: ρ(h) = 1
2R for −R < h < R and 0 for rest. 1

5.1 Avalanche size distribution

We compare the critical exponents and scaling functions associated with the

integrated avalanche size distribution first:

Dint(S,R) ∼ S−(τ+σβδ) D̄int
± (Sσ|r|) (5.1)

In non-equilibrium, the quantity Dint(S,R) for Gaussian ρ(h) has been studied

extensively, where (τ + σβδ) = 2.03 ± 0.03 and σ = 0.24 ± 0.02 were obtained

from scaling collapse of the Dint(S,R) curves at different disorders [89]. Here, in

Fig. 5.2(a), we show that for Gaussian, Lorentzian and parabolic ρ(h)’s in both

equilibrium and non-equilibrium, 24 data sets of Dint(S,R) curves for different

disorders, collapse onto a single curve, with the same pair of critical exponents:

(τ + σβδ) = 2.03 and σ = 0.24. Note that in doing the scaling collapse, there

are only two types of tuning parameters: (1) critical disorder Rc; (2) overall

horizontal and vertical scale factors A and B. Both are non-universal constants

and depend on the details of ρ(h) and whether the system is in equilibrium or

1Note that here we don’t consider the bimodal distribution, ρ(hi) = 1
2
[δ(hi−R)+δ(hi+R)]

simply because it will cause degeneracy problems and avalanches cannot be clearly identified.
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Figure 5.1: Different random-field distributions. Lines are exact functions.
Points are random fields generated by random-number generators using trans-
formation method [83].

not.

Note that the match in critical exponents and scaling functions for the three

different ρ(h)’s is not a surprise at all. A RG analysis has shown that, at least in

non-equilibrium, what matters is just ρ′′(0), i.e. the second derivative of ρ(h) at

h = 0 [17]. Other details about the shape of ρ(h) don’t enter the RG analysis.

According to the definitions of Gaussian, Lorentzian and parabolic ρ(h)’s, one

has ρ′′(0) ∼ −R3 for all of them. Therefore, their universal behaviors agree, as

expected. However, the match in critical exponents and scaling functions for

static and dynamics avalanches is surprising. It indicates strongly that the equi-

librium and non-equilibrium RFIM behave the same near their corresponding

critical points.

In Fig. 5.2(b) we show that for uniform ρ(h) in both equilibrium and non-

equilibrium, 8 data sets of Dint(S,R) for different disorders, collapse onto a

single curve, with critical exponent set: (τ + σβδ) = 2.08 ± 0.02 and σ =

0.52 ± 0.03. Here, we want to emphasize that: (1) The critical exponents,

especially σ, are significantly different from those of the above three kinds of

ρ(h)’s. (2) The scaling function shows significantly different shape from that

observed in Fig. 5.2(a). These two findings are still consistent with the RG

analysis mentioned above. We notice that for a uniform ρ(h), ρ′′(0) = 0 is

independent of R and is qualitatively different from the other three distributions.

(3) For a uniform ρ(h), both the critical exponents and scaling functions for

static and dynamic avalanches do match. This is an interesting result. On
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the one hand, the conventional concept of universality holds: All the scaling

behaviors are the same for different ρ(h)’s with a bump (ρ′′(0) < 0). On the

other hand, scaling behavior in equilibrium and non-equilibrium are the same.

5.2 Avalanche correlation function

To convince ourselves that the above result is not just a coincidence, we make

another independent test. We compare the critical exponents and scaling func-

tions associated with the avalanche correlation function in equilibrium and non-

equilibrium for all four different ρ(h)’s.

The integrated avalanche correlation function is given by

Gint(x,R) ∼ 1

xd+β/ν
Ḡ±(x|r|ν) (5.2)

In non-equilibrium, the quantity Gint(x,R) for the Gaussian ρ(h) has been stud-

ied extensively, where d + β/ν = 3.07 ± 0.30 and ν = 1.37 ± 0.18 were ob-

tained from scaling collapses of the Gint(x,R) curves at different disorders [80].

In Fig. 5.3(a) we show that for Gaussian, Lorentzian and parabolic ρ(h)’s in

both equilibrium and non-equilibrium, with the same critical exponent set:

d + β/ν = 3.07 and ν = 1.37, 24 data sets for Gint(x,R) at different disor-

ders collapse onto a single curve (apart from the non-universal critical disorders

and overall scale factors). In Fig. 5.3(b) we show that for uniform ρ(h) in both

equilibrium and non-equilibrium, 8 data sets of Gint(x,R) for different disor-

ders, collapse onto a single curve, with critical exponents: d + β/ν = 3.0 ± 0.3

and ν = 0.8± 0.2. Note that the Rc values used here in the scaling collapse are

exactly the same as that used in Fig. 5.2. Therefore, these results on avalanche

correlation functions are completely consistent with what we found in integrated

avalanche size distributions.

5.3 Discussion

To discuss the effect of a general dynamics on the critical behavior of avalanches,

we need a more general definition of a stable state. The k-spin-flip stable state

with 1 <= k < ∞ is a good one, which is first introduced in the study of spin

glasses [73]. It is defined to be the infinite-volume spin configuration whose

energy cannot be lowered by the flip of any subset of 1, 2, · · · , k spins. For ex-

ample, k = 1 is just the single-spin-flip stable state while k =∞ corresponds to

the exact ground state. Then it is natural to introduce the k-spin-flip dynamics,

which means that all the metastable states connected by avalanches are k-spin-

flip metastable states [78]. In the case of k = 1, it is just the single-spin-flip

dynamics used in our non-equilibrium calculations. While for k =∞, it is just

the dynamics obeyed by the ground state evolution used in our equilibrium cal-

culations. It has been found that the change of dynamics from k = 1 to k = 2
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will not alter the critical behavior of the dynamic avalanches [101]. Together

with our finding, i.e k = 1 and k = ∞ give the same avalanche behavior, we

suggest that avalanches associated with the whole series of k-spin-flip dynamics

(with k = 1, 2, · · ·∞) would have the same critical behavior.

The concept of k-spin-flip dynamics is quite general but it definitely cannot

encompass all kinds of dynamics. For instance, it is not expected to capture the

demagnetization dynamics associated with the demagnetization curve. Here,

the demagnetization curve is obtained by applying an oscillating external field

with very slowly decreasing amplitude. The system will then be taken through

a series of subloops. The line connecting the tips of those subloops is known

as the demagnetization curve and the final state is called the demagnetized

state. Obviously, the demagnetization dynamics is out of equilibrium but it does

not belong to any k-spin-flip dynamics. The demagnetized state is often used

as an “approximation” of the exact ground state but it differs from the exact

ground state. However, at least for Gaussian ρ(h), there are two very interesting

results. First, the avalanches associated with the demagnetization curve are

found (within numerical error bars) to display the same scaling behavior as

the avalanches associated with the saturation hysteresis loop [12]. Second, the

demagnetized state and ground state show similarity near their corresponding

critical points: the critical exponents and scaling function associated with the

magnetization curve coincide [16].

Considering all the findings, we suggest that all the different dynamics yield

the same scaling behavior of avalanches — a unexpected universality, see Fig. 5.4

and Fig. 5.5.

So far, there is no RG analysis taking into account the dynamics as a tuning

parameter. The k-spin-flip dynamics may be a good candidate to start with since

k (or 1/k) is a natural parameter [78]. But for demagnetization dynamics, it is

still unclear how to conduct an RG analysis. On the other hand, it would be very

interesting to numerically test this universality in other disordered systems, es-

pecially for those systems with frustrations where the no-passing rule is broken.

We suspect that a necessary condition for equilibrium and non-equilibrium crit-

ical behavior to scale in the same way is that the scaling behavior is dominated

in both cases by a zero-temperature fixed point. For example, for the random-

bond Ising model, which has a non-trivial finite-temperature fixed point [44],

the equilibrium and non-equilibrium critical behavior are different [17].
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Figure 5.2: Scaling functions of integrated avalanche size distribution. The scal-
ing collapses of the equilibrium and non-equilibrium integrated avalanche size
distributions with different disorders and different random-field distributions
in 3D for 643 spins are plotted. Those curves are averaged up to 100 initial
random-field configurations. In the legend, the subscripts stand for equilib-
rium (e) or non-equilibrium (n) and the type of ρ(h): Gaussian (G), Lorentzian
(L), parabolic (P), and uniform (U). For Gaussian, Lorentzian and parabolic
ρ(h)’s, those curves collapse to each other up to non-universal critical disorders
and overall horizontal and vertical scale factors. Here, we use RnG

c = 2.16,
ReG

c = 2.29; RnL
c = 1.92, ReL

c = 2.08; RnP
c = 4.84, ReP

c = 5.0. For the
critical exponents, we use (τ + σβδ) = 2.03 and σ = 0.24 for all the curves.
And the thick black curve through the collapse is the universal scaling func-

tion D̄int
− (X) = e−0.789X1/σ

(0.021 + 0.002X + 0.531X2 − 0.266X3 + 0.261X4).
Both the critical exponent set (τ + σβδ, σ) and the scaling function D̄int

− (X)
are consistent with previous results of non-equilibrium Gaussian RFIM [80].
For uniform ρ(h), the equilibrium and non-equilibrium curves collapse to each
other, with RnU

c = 4.64 and ReU
c = 4.46. The collapse yields critical exponents

(τ+σβδ) = 2.08±0.02 and σ = 0.52±0.03, which are significantly different from
the exponents of the Gaussian RFIM. Moreover, the scaling function does not
match that of the Gaussian RFIM, no matter how we tune the overall horizontal
and vertical scale factors.
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Figure 5.3: Scaling functions of integrated avalanche correlation function. The
scaling collapse of the equilibrium and non-equilibrium integrated avalanche
correlation functions with different disorders and different random-field distri-
butions in 3D for 643 spins are plotted. Here, the same critical disorder val-
ues are used as in the collapse of Dint(S,R) shown in Fig. 5.2. For Gaussian,
Lorentzian and parabolic ρ(h)’s, up to non-universal critical disorders and over-
all horizontal and vertical scale factors, those curves collapse to each other,
with d + β/ν = 3.07 and ν = 1.37, which are consistent with previous results
of non-equilibrium Gaussian RFIM [80]. For uniform ρ(h), the equilibrium and
non-equilibrium curves collapse to each other with d + β/ν = 3.0 ± 0.3 and
ν = 0.8± 0.2. Both the critical exponents and the scaling function are different
from those of the Gaussian RFIM.
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Figure 5.4: DIPTs in RFIM associated with different dynamics belong to the
same universality class. Here k = 1 refers to the single-spin-flip dynamics,
k = 2 refers to the two-spin-flip dynamics, · · · , k =∞ refers to the ground state
evolution. DM refers to the demagnetization dynamics.

Figure 5.5: Phase diagram of zero-temperature RFIM with k-spin-flip dynam-
ics and demagnetization dynamics. Dashed lines indicate the first-order phase
transitions occurring at the critical field Hc. Note that for demagnetization
dynamics and ground state evolution (k =∞), Hc = 0 due to symmetry.
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Chapter 6

Introduction

6.1 Perpendicular magnetic recording

Perpendicular magnetic recording (PMR) is a technology for data recording on

hard disk drives (HDDs). All HDDs store the data as tiny areas (“bits”) of either

positive or negative magnetization on the surfaces of the disks, which represents

a “bit” of information (“1” or “0”). The bits are written closely-spaced to form

circular concentric “tracks” on the rotating disk surface. Typically, there are

106 bits on each track and 104 ∼ 105 tracks on each disk surface. The total

storage capacity of a HDD with a given size depends directly on how small we

can make the bits: the smaller the bits, the greater the capacity. Usually, the

areal density is defined to be the product of bits per inch along the track times

tracks per inch radially on the disk with units bits/inch2.

Note that in LMR, the magnetization in the bits is directed circumferen-

tially along the track direction. While in PMR, the magnetic bits point up or

down perpendicular to the disk surface. Fig. 6.1 contrasts how the recording

media, the write head, and the read head are configured for a longitudinal and

a perpendicular recording system [104]. Historically, it was first proven advan-

tageous than the conventional longitudinal magnetic recording (LMR) in 1976

by Shun-ichi Iwasaki. And it was first commercially implemented in 2005 by

Hitachi Global Storage Technologies.

In recent years the growth-rate of area density has slowed due to a funda-

mental limit in magnetic recording — the so called superparamagnetic limit.

This limit comes from the fact that the magnetic material on the disk is com-

posed of small grains. If the thermal fluctuation is too big, there may be enough

thermal energy to reverse the magnetization in a region of the medium, destroy-

ing the data stored there. The energy required to reverse the magnetization of

a magnetic region is proportional to the size of that region and the magnetic

coercivity of the material.

∆E ∼M V HC (6.1)

Obviously, the larger the magnetic region is and the higher the magnetic coer-

civity of the material, the more stable the medium is. 1 At a given temperature

1Because of the randomness of the grain shapes and sizes, each bit written on the disk
must cover about 100 grains to ensure that the information is reliably stored.
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Figure 6.1: (Top) Longitudinal recording diagram and (bottom) perpendicular
recording diagram [104]. Corresponding grain alignments are also shown.

and coercivity, there is an unfortunate lower limit to the size of a grain. Below

this limit, there is a risk that the magnetization may spontaneously reverse just

due to the thermal fluctuation, which is ubiquitously present in the environment

of HDDs.

Fortunately, perpendicular recording addresses this limit and allows contin-

ued advances in areal density. First of all, aligning the bits perpendicularly to

the surface of the disk takes less space than what would have been required had

they been placed longitudinally. Therefore, bits can be placed closer together on

the disk to increase the areal density. This partially explains why perpendicular

recording can achieve higher storage densities. However, it is not quite accurate.

There is another reason, which relates to the use of a higher coercivity material

as the recording medium. As seen in the perpendicular recording diagram, there

is a unique feature, i.e. the soft magnetic underlayer incorporated into the disk.

This underlayer conducts magnetic flux very readily. Consequently, when the

write head is energized, magnetic flux concentrates under the small pole-tip and

generates an intense magnetic field in the short gap between the pole-tip and

soft underlayer. The recording layer that stores the data is directly in this gap

where the field is most intense. Intenser magnetic fields allow higher coercivity

media to be used. 2 And with higher coercivity, grain sizes can be much smaller.

This fully explains the advantage of perpendicular recording.

Current hard disk technology with longitudinal recording has an estimated

limit of 100 to 200 Gbit/inch2 due to the superparamagnetic effect, though this

2Such media require higher fields to set the magnetization, but once set, the magnetization
is inherently more stable.
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estimate is constantly changing. 3 Perpendicular recording is predicted to allow

information densities of up to around 1000 Gbit/inch2.

6.2 Intrinsic switching-field distribution

One of the key challenges in advancing the nanotechnology of magnetic record-

ing is the optimization of recording media and its physical properties [82]. This

challenge is particularly demanding because magnetic recording is by its nature

a local process. Thus, it is not so much the average physical properties that

are crucial, but the distributions of such properties that determine continued

technological advancement and success [82]. In general, it is important to devise

recording media structures that have very homogeneous properties on recording

relevant length scales, so that a position independent physical description of

all properties and magnetization processes is appropriate. However, this can

only be achieved to a limited degree and it is therefore essential to have exact

knowledge of the corresponding parameter distributions. One of the most cru-

cial properties is the intrinsic switching-field distribution D(HS) of the media

grains because it defines the recording quality of a media layer in both magnetic

stability and the achievable recording density [94]. Hereby, one has to realize

that it is not the macroscopic switching field distribution Dm(HS) in a uniformly

applied field that is relevant, but the local distribution D(HS) of switching fields

in a recording process, which takes place in a narrowly defined field geometry.

The difference between Dm(HS) and D(HS) is caused by the inter-granular in-

teractions between the media grains. In particular, for perpendicular media

the dipolar interaction is large and dominates the behavior of hysteresis loops

M(H). Thus, the knowledge of Dm(HS), which can be derived from the slope

of M(H), is insufficient for recording performance predictions. 4

Over the years, several methodologies have been developed to determine

D(HS) with varying success [96, 14, 97, 98, 2, 9, 103]. Most of these methods ap-

ply a measurement scheme, in which magnetization reversal of media grains is

probed starting from different magnetization states to allow for a variation of

the grain-to-grain interaction under measurement conditions. Such procedures

should then in principle and under certain limiting conditions allow for a separa-

tion of the intrinsic switching field distribution from inter-granular interactions.

3Gigabit is a unit of digital information storage, with the symbol G bit (or Gb). 1gigabit =
109 bits. Note that there is no standard but a byte most often consists of eight bits.

4In the case of no inter-grain interactions,

M = 1 − 2

Z

−H(M)

−∞

Dm(HS) dHS.

Take the derivative with respect to H,

dM

dH
= 2 Dm(HS).

Therefore, the macroscopic switching field distribution Dm(HS) can be easily read off from
the hysteresis loop.
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Figure 6.2: Schematic representation of the problem addressed by the
∆H(M,∆M) method. Each grain is characterized by an intrinsic switching field
HS as a local material property. (Left) Only in the case of no inter-granular
interactions, Dm(HS) = D(HS). (Right) In realistic, Dm(HS) 6= D(HS). The
distribution of these local fields D(HS) is not easily accessible in macroscopic
measurements due to the intergranular exchange and dipolar interactions.

In the following chapters, we study the reliability of the recently developed

∆H(M,∆M) method, which has been used successfully in analyzing progress

in recording media fabrication [2,9]. The method itself is a generalization of an

earlier measurement technique, the ∆HC method [96], but has the advantage

that it allows the determination of the entire D(HS) distribution and not just

a single characteristic parameter. Furthermore, it enables oversampling, which

makes consistency checks feasible and gives one the opportunity to quantify

the confidence level of measurement results. In contrast to the also quite robust

method developed by van de Veerdonk et al. [97,98], it does not rely on a specific

distribution form or the rather limiting assumption that interactions can be

removed from the problem by a simple de-shearing of the major hysteresis loop.

Recent data indicate that this very assumption appears to be an overly simplistic

view of inter-granular interactions [9]. Another method that has recently gained

certain popularity is the FORC-method [14, 103], which is very similar to the

measurement of Preisach distributions [62]. However, this technique cannot

really be compared to the previously mentioned methods, because it represents

for the most part a data transformation tool and does not appear to allow a self-

consistent way of extracting microscopic information such as D(Hs), because

all interactions are removed from the model in an ad hoc fashion simply by

definition [14,103].
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Chapter 7

∆H(M, ∆M) methodology

7.1 Measurement scheme

The ∆H(M,∆M) method measures the field difference ∆H at constant mag-

netization M between the major hysteresis loop and a number of recoil curves,

which each start at a certain distance ∆M away from saturation MS.

This method assumes that the effective field at each grain can be written as

Heff = H +Hint(M) with H being the external field and Hint(M) the volume-

averaged interaction field at magnetization M . Assuming that M is normalized

to its saturation value MS, the upper branch of the major hysteresis loop driven

by the major loop external field H, and the recoil curve starting at Mrev =

1−∆M driven by the recoil curve external field Hr are given as

M = 1− 2

∫ −[H(M)+Hint(M)]

−∞
D(HS) dHS (7.1a)

M = 1−∆M − 2

∫ −[Hr(M)+Hint(M)]

−∞
D(HS) dHS (7.1b)

respectively, i.e. field integrals over the intrinsic switching field distribution

D(HS). Defining an integral function I(x) =
∫ x

−∞D(HS) dHS, one finds

H(M) = −I−1
(1−M

2

)

−Hint(M) (7.2a)

Hr(M) = −I−1
(1−M −∆M

2

)

−Hint(M) (7.2b)

with I−1 being the inverse of the integral function. Therefore, one can derive

∆H(M,∆M) ≡ Hr(M)−H(M) = I−1
(1−M

2

)

− I−1
(1−M −∆M

2

)

(7.3)

as a closed functional form for the field axis distance ∆H between major and

recoil curves, a quantity that is illustrated in Fig. 7.2. Important is hereby

that within the framework of this approach ∆H is independent from the grain

interaction, which allows for a direct experimental access to D(HS). For certain

parameterized distribution functions, one can derive analytic expressions for

∆H. For example, for the Gaussian, Lorentzian, Lognormal, and truncated-
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Lorentzian D(HS) distributions, 1

DG(HS) =
1√
2πσ

exp

[

− (HS − h0)
2

2σ2

]

(7.4a)

DL(HS) =
2w

π

1

w2 + 4(HS − h0)2
(7.4b)

DLN(HS) =
1√

2πσ̃HS

exp

[

− (logHS − µ̃)2

2σ̃2

]

(7.4c)

DLt
(HS) =

2w

π

C

w2 + 4(HS − h0)2
for HS ≥ 0 only. (7.4d)

we find

∆HG(M,∆M) =
√

2σ
(

erf−1(M + ∆M)− erf−1(M)
)

(7.5a)

∆HL(M,∆M) =
w

2

{

tan[
π

2
(M + ∆M)]− tan[

π

2
M ]
}

(7.5b)

∆HLN(M,∆M) = exp
[

µ̃−
√

2σ̃erf−1(M)
]

− exp
[

µ̃−
√

2σ̃erf−1(M + ∆M)
]

(7.5c)

∆HLt
(M,∆M) =

w

2

{

tan

[

(
π

2
+ θ)

(

1−M
2

)

− θ
]

− tan

[

(
π

2
+ θ)

(

1−M −∆M

2

)

− θ
]}

(7.5d)

Results for the Gaussian and Lorentzian distributions were reported previ-

ously [2,9]. Here, we introduce the disorder parameter σ for a generalD(HS) dis-

tribution. σ is defined to be the standard deviation of a given distribution, such

as Gaussian and Lognormal. However, for the Lorentzian distribution neither

variance nor higher moments are defined, so that we need to quantify the disor-

der level in another form. For the Lorentzian, we define the disorder parameter

to be the distribution width at the half-maximum and the mean to be the center

of the distribution. For the distributions given by Eq. 7.4a, 7.4b and 7.4c, we

then have the disorder parameter: σG = σ, σL = w, σLN = eµ̃+σ̃2/2(eσ̃2 − 1)1/2

and the mean value hG
0 = h0, h

L
0 = h0, h

LN
0 = eµ̃+σ̃2/2. For the truncated

Lorentzian distribution, we define the disorder parameter σLt = w to make it

comparable with the Lorentzian distribution.

By making a least-squares fit of the ∆H(M,∆M) curves to the above formu-

las, one can extract the key features of D(HS). Note that both ∆HG(M,∆M)

and ∆HL(M,∆M) have no h0 dependence. But for the Lognormal distribution,

1In numerical simulation, the random switching fields with any distributions are generated
by a random number generator. To avoid any negative tails in the Lorentzian distribution,
we can artificially suppress any negative random numbers and instead create another random
number for the switching field until we get a positive one. The corresponding switching field
distribution is then represented by the truncated Lorentzian distribution DLt

(HS) as shown

in Eq. 7.4d. Note that C is given by the condition that
R +∞

−∞
DLt

(HS) dHS = 1. Specifically,

one finds that C =
“

1
2

+ θ
π

”

−1
with θ = tan−1( 2h0

w
). We notice that due to the truncation

induced asymmetry in the distribution itself, the derived ∆HLt
(M, ∆M) depends on both w

and h0 (see Eq. 7.5d).
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Figure 7.1: Schematic of the ∆H(M,∆M) method. Note that in the original
∆HC method, ∆H is given by the field difference, measured at M = −0.5,
between the major loop and the recoil curve that originates at H = HC. The
∆HC point is shown as a single green dot on top of the experimentally accessible
∆H(M,∆M) data sets.

∆HLN(M,∆M) depends on both µ̃ and σ̃, and therefore it has both σ and h0

dependencies.

It is easy to prove that simply shifting a general distribution will not alter

the ∆H data. For this, we consider the case of a general distribution D(HS):

If we shift it towards right by an amount H0, then the integral function Ĩ(x) of

the new distribution D̃(HS) = D(HS −H0) is given by Ĩ(x) = I(x −H0) and

its inverse Ĩ−1(y) = H0 + I−1(y). It is then clear that this shift will not change

the ∆H(M,∆M) formula at all, since the H0 terms will cancel according to
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Eq. 7.3.

Also, we find that both ∆HG(M,∆M) and ∆HL(M,∆M) are symmetric

with respect to M = −∆M/2 while ∆HLN(M,∆M) is not symmetric. This

is consistent with the original distribution: Both DG(HS) and DL(HS) are

symmetric around h0 while DLN(HS) is not. Actually, for any D(HS) distri-

bution being symmetric about h0, one finds that I(h0 + x) = 1− I(h0 − x) and

I−1(1/2+y) = −I−1(1/2−y), from which it is easy to prove that ∆H(M,∆M)

is symmetric about M = −∆M/2, i.e.

∆H(−∆M

2
+M ′,∆M) = ∆H(−∆M

2
−M ′,∆M) (7.6)

7.2 Reliability measures

In this section, we discuss the reliability measures of the ∆H(M,∆M) method

for an arbitrary type of D(HS). The reliability is characterized by two types

of measures: (1) conventional quality measures for numerical fits such as the

percentage difference between the fitting and the actual parameter (Pd) and

the square of the multiple correlation coefficient (R2); (2) the average deviation

from redundancy measure (r), which represents a consistency test of the data

set alone.

7.2.1 Fit Quality

In simulations, one knows the input parameters exactly, such as the input dis-

tribution D(HS) in our case. Furthermore, we have also derived ∆H(M,∆M)

formulas for certain specific D(HS) distributions as shown in Sec. 7.1. Thus,

by fitting these analytical formulas to the ∆H(M,∆M) curves obtained from

our 2D-RSFHM hysteresis loop simulations, we can get an estimate of the input

D(HS) distribution. Obviously, if the input D(HS) is recovered by the fitting

procedure with high accuracy, then the ∆H(M,∆M) method works. To quan-

tify the reliability of the ∆H(M,∆M) method, we introduce the following fit

quality measures. The most important fit quality measure, denoted as Pd, is

the percentage difference between the parameters obtained from a least-square

fit and the actual input parameters into our simulation. It describes how well

the ∆H(M,∆M) method can indeed retrieve the information sought. Focusing

on the disorder parameter of D(HS) as the most crucial fit parameter, we define

Pd =
σf − σ
σ

(7.7)

Here σf is the fit value of the D(HS) distribution disorder parameter as defined

in Sec. 7, while σ is the input value of the same parameter.

Another fit quality measure that can be utilized here is the square of the

multiple correlation coefficient R2, which measures how successful a fit and fit
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function is in explaining the data [19]. It is defined as

R2 = 1−
∑

i(Yi − Ŷi)
2

∑

i(Yi − Ȳ )2
(7.8)

Yi and Ŷi are hereby the simulation result and the fit function value for ∆H(M,∆M)

at a given data point (Mi,∆Mi), respectively. Ȳ is the average value of Yi. Ac-

cording to the definition of R2, we know that as R2 approaches 1, the fit is

a better and better representation of the data set. Hereby, it is important to

emphasize two points in calculating Pd and R2. First, we are comparing a

mean-field theory to numerical simulations that contain the complexity of mag-

netization reversal in its complete detail. Second, we are using a finite size grid

in our simulation while the analytic theory is derived for infinite systems. Nat-

urally, the finite size will affect the R2 and Pd calculation. Particularly, for data

points near the beginning or end of the reversal curve, where only a few grains

(hysterons) are reversed, the analytical theory for infinite hysteron numbers

might not be accurate at all for the description of a finite system, independent

from the validity of the mean-field approximation.

7.2.2 Deviation From Redundancy

Fit quality measures such as R2 are not necessarily foolproof because physical

models and corresponding fit functions may be used in a regime, for which the

underlying theory does not apply anymore. In such cases, data fits and ex-

tracted materials parameters might appear very accurate, while they are not.

Thus, it would be a tremendous help, if an independent data set evaluation

would be available that allows a separate measure of the suitability of the un-

derlying theory. Specifically here, this evaluation should tell us how good an

approximation the mean-field theory is for any given data set, so that we know

to which confidence level we can rely on the ∆H(M,∆M) method.

We find that it is indeed possible to define such a quantity. To do so one

has to recognize that within the mean-field approximation ∆H(M,∆M) data

sets contain redundancy. The data set redundancy can be seen from Fig. 7.2.

For illustration purposes, we pick six points: (A and P), (B and U), (Q and

V) located on the major loop, the i-th recoil curve and the j-th recoil curve,

respectively. The i-th and j-th recoil curve start at Mrev = 1 − ∆Mi and

1−∆Mj , respectively. Without limiting the generality of this consideration, we

furthermore assume that ∆Mi < ∆Mj and require that the six points satisfy:

MA = MB = M , MP = MQ = M −∆Mj + ∆Mi and MU = MV = M −∆Mj

where M is an arbitrary value within [−1, 1−∆Mi]. We then define

∆Hi(M) =HB −HA (7.9a)

∆Hj(M −∆Mj + ∆Mi) =HQ −HP (7.9b)

∆Hj(M −∆Mj)−∆Hi(M −∆Mj) =HV −HU (7.9c)
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Figure 7.2: (Color online) (a) The major hysteresis loop and three recoil curves.
Throughout the paper, M is normalized to its saturation value MS and H
is normalized to the coercive field HC. The first two recoil curves start at
Mrev = 1−∆Mi and 1−∆Mj , respectively, with ∆Mi < ∆Mj . For the six points
(A and P), (B and U), (Q and V) shown in the figure with MA = MB = M ,
MP = MQ = M − ∆Mj + ∆Mi and MU = MV = M − ∆Mj where M is
an arbitrary value within [−1, 1 − ∆Mi], one can prove the existence of data
redundancy, i.e. the equality (HB −HA) + (HV −HU) = (HQ −HP) within
the mean-field approximation. (b) The corresponding ∆H(M,∆M) data for
the three recoil curves.

Within the mean-field approximation, it is easy to prove that

(HB −HA) + (HV −HU)− (HQ −HP) = 0 (7.10)
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as shown below.

Proof. As shown in Fig. 7.2, we choose six states (A, B, P, Q, U and V)

from the major loop and recoil curves with

MA = MB = M (7.11a)

MP = MQ = M −∆Mj + ∆Mi (7.11b)

MU = MV = M −∆Mj (7.11c)

and M is an arbitrary value within [−1, 1 −∆Mi]. The hysteron distributions

for the six states are shown in Fig. 7.3. Shadowed areas denote down-hysterons

(Si = −1), while open areas indicate up-hysterons (Si = +1). In the following,

we use the symbol n↓ and n↑ for the density of down-hysteron and up-hysteron,

respectively. For the states chosen from the upper branch of the major loop

with magnetization M0, it is easy to get n↓ = (1−M0)/2. For example,

n↓(A) = (1−M)/2 (7.12a)

n↓(P ) = (1−M −∆Mi + ∆Mj)/2 (7.12b)

For states chosen from the recoil curves with magnetization M0, there are

two shadowed areas, which can be denoted as n↓1 and n↓2. Note that the left

one n↓1 is just due to the distance from saturation at the starting point of the

recoil curve, i.e. ∆M , so that n↓1 = ∆M/2. For example, B and U are picked

from the i-th recoil curve with distance from saturation ∆Mi, so that

n↓1(B) = n↓1(U) = ∆Mi/2 (7.13)

Similarly, for Q and V, we have

n↓1(Q) = n↓1(V ) = ∆Mj/2 (7.14)

Combining this with the number conservation equation n↓ = n↓1 + n↓2 = (1−
M0)/2, we find

n↓2(B) = (1−M −∆Mi)/2 (7.15a)

n↓2(Q) = (1−M −∆Mi)/2 (7.15b)

n↓2(U) = (1−M −∆Mi + ∆Mj)/2 (7.15c)

n↓2(V ) = (1−M)/2 (7.15d)

It follows that

n↓(A) = n↓2(V ) (7.16a)

n↓(P ) = n↓2(U) (7.16b)

n↓2(B) = n↓2(Q) (7.16c)
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Figure 7.3: Hysteron distributions for the various states (A, B, P, Q, U and V)
shown in Fig. 7.2. The shadowed areas symbolize down-hysterons (Si = −1),
the open areas correspondingly up-hysterons (Si = +1).

and

HA +Hint(M) = HV +Hint(M −∆Mj) (7.17a)

HP +Hint(M −∆Mj + ∆Mi) = HU +Hint(M −∆Mj) (7.17b)

HB +Hint(M) = HQ +Hint(M −∆Mj + ∆Mi) (7.17c)

So, overall we find

(HB −HA) + (HV −HU)− (HQ −HP) = 0 (7.18)

Q.E.D
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More generally, one finds that

∆Hi(M) + ∆Hj(M −∆Mj)−∆Hi(M −∆Mj)−∆Hj(M −∆Mj + ∆Mi) = 0

(7.19)

This data set redundancy is due to the fact that successive recoil curves are

not fully independent and contain repeated information. However, Eq. 7.19

is derived under the assumption of the mean-field approximation and is only

true if the mean-field approximation is indeed fulfilled by the data set. For

general data sets this property is not conserved. Therefore, we can define an

M -dependent measure as

rij(M) ≡
∆Hi(M) + ∆Hj(M − ∆Mj) − ∆Hi(M − ∆Mj) − ∆Hj(M − ∆Mj + ∆Mi)

∆Hi(M) + ∆Hj(M − ∆Mj) + ∆Hi(M − ∆Mj) + ∆Hj(M − ∆Mj + ∆Mi)
(7.20)

that monitors deviations from the mean-field approximation based upon the

above redundancy criterion (Eq. 7.19). Eq. 7.20 has an M definition range of

[∆Mj − 1, 1 − ∆Mi]. For a general set of multiple recoil curves, the average

deviation from redundancy measure can be defined as

r ≡ 1

n

∑

i,j

〈

r2ij(M)
〉

1
2 (7.21)

with n being the total number of all the possible (i, j) pairs. 2 Thus, r is a

quantitative measure that allows an accurate and independent check of how close

or far any ∆H(M,∆M) data set is from fulfilling the mean-field approximation.

Note that in calculating r, we are comparing the data set with itself. Thus,

the validity of the underlying mean-field approximation used for all the ∆H(M,∆M)

data fits, can be assessed independently and from the data set alone.

An additional benefit in the calculation of r is that the finite size inaccuracies

at the definition range boundaries for the recoil curves will cancel out, at least

to some degree. See Eq. 7.20. For M = 1 − ∆Mi, the finite size inaccuracies

in ∆Hi(M) and ∆Hj(M − ∆Mj + ∆Mi) will cancel out. Similarly, for M =

∆Mj − 1, the finite size inaccuracies in ∆Hj(M −∆Mj) and ∆Hi(M −∆Mj)

will cancel out. In this sense, the deviation from redundancy measure is more

robust than the fit quality measures.

2Since the definition range of M in rij(M) is [∆Mj −1, 1−∆Mi], we must have 1−∆Mi >
∆Mj − 1, i.e. ∆Mi + ∆Mj < 2.
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Chapter 8

Modeling

8.1 Basic assumptions

For our numerical studies, we model each grain as a hysteron, which is the

simplest mathematical construction for the description of a hysteretic system.

Each hysteron will generate a rectangular hysteresis loop in an applied field H

as shown in Fig. 8.1. We assume the transition of each hysteron is infinitely

sharp and it has no additional field dependence, such as finite susceptibility, for

instance. The half-width of the rectangular hysteresis loop is referred to as the

intrinsic switching field of the hysteron, which is a well defined property of each

individual hysteron.

We also assume that the hysteron switching fields are symmetric around

zero field, i.e. there is no bias. A hysteron with zero bias is called a symmetric

hysteron and is consistent with the time reversal symmetry that ferromagnets

exhibit [29]. These hysteron properties can be regarded as fairly good represen-

tation of perpendicular media grains, because they have relatively high magnetic

anisotropy and the applied field in typical characterization measurements is ap-

plied along the easy axis [96, 14,97,98,2, 9, 103].

We further assume that there is no time structure to the hysteron switch

itself. This should be an appropriate picture as long as one considers field

change rates that are much slower than single grain reversal times. Given that

such reversal times are typically of the order of several hundred pico seconds [28],

this condition is generally fulfilled in typical measurement setups [93].

Finally, the thermal effects are completely ignored here. While thermal acti-

vations play a large role in conventional hysteresis loop measurements, they are

not a fundamental limit of the ∆H(M,∆M) method, because one can resort to

low temperature measurements to suppress thermal effects, at least in principle.

Considering this, thermal effects are beyond the scope of the present study and

would be the topic of future work.

8.2 Simplest hysteron model

Considering all these assumptions, the PRM is represented by a two-dimensional

hysteron system with periodic boundary conditions. Depending on details of
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Figure 8.1: A symmetric hysteron S with intrinsic switching field HS.

the inter-granular interactions, we come up with models with different levels of

complications. Those models will be explained in details in following chapters.

But here, we give the simplest example, which turns out to be very useful in

studying the effect of inter-granular exchange interactions on the reliability of

∆H(M,∆M) method.

In this model, the PRM is modeled as a simple square or triangular lattice

of symmetric hysterons with periodic boundary conditions. Under the assump-

tions that hysterons (Si = ±1) have an intrinsic switching field distribution

D(HSi) with HSi > 0, interact ferromagnetically with their nearest neighbors

with strength J and experience a uniform external field H, the Hamiltonian of

the system can be written as 1

H = −
∑

<i,j>

J SiSj −
∑

i

(

H + sgn(Si)HSi

)

Si (8.1)

This model is referred to as the interacting random hysteron model (IRHM).

Note that the IRHM is very similar to the random field Ising model (RFIM):

H = −
∑

<i,j>

J sisj −
∑

i

(H + hi) si (8.2)

where the spins si = ±1 interact ferromagnetically with their nearest neighbors

with strength J and experience a uniform external field H and a local quenched

field hi. For the RFIM, a local metastable dynamics has been introduced by

Sethna et al. [89] to study the disorder-induced phase transition in the hysteretic

1The exchange coupling constant J has dimensions of energy. J measures the strength of
one spin interacting with one of its nearest neighbors. The magnetic field H and the switching
fields HSi are also in units of J . Consequently, the disorder parameter σ is also in unit of J .
Note that J is not normalized to the anisotropy field Hk. Actually, there is no independent
Hk in our model, even though our switching field distribution mimics the Hk distribution of
real recording media structures.
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behavior at T = 0: Initially, all spins point down, as H is slowly increased from

−∞ to ∞ and decreased back to −∞, each spin flips deterministically when its

effective local field

heff
i = J

∑

j

sj +H + hi (8.3)

changes sign. For the IRHM, we introduce a similar local metastable dynamics

at T = 0: Initially, all hysterons point down, as H is slowly increased from −∞
to ∞ and decreased back to −∞, each hysteron flips deterministically when its

effective local field

Heff
i = J

∑

j

Sj +H + sgn(Si) HSi (8.4)

changes sign. Considering the only slight difference between the RFIM and the

IRHM, it is possible to introduce a simple mapping:

hi ↔ sgn(Si) HSi (8.5)

with HSi > 0. This enables us to calculate the M(H) curve of the interacting

symmetric hysterons with the developed algorithms used for previous RFIM

computational work at zero-temperature [89, 51]. The big advantage is that

the system size we can study is much larger than that of the micromagnetic

calculations at a room temperature [9]. Consequently, the noise level of data is

lower and the statistics is better. The obvious disadvantage is that the thermal

effects are completely ignored here. They are beyond the scope of the present

study and should be the topic of future work.
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Chapter 9

Effect of exchange

interactions

In this chapter, we present numerical results calculated from the simple hysteron

model (Eq. 8.1). We performed studies on both square lattice and triangular

lattice of hysterons (grains) with periodic boundary conditions.

Note that we are ignoring dipolar interactions here, even though we know

that they are substantial in real structures. But a previous micromagnetic

study demonstrated that the dipolar interactions can very well be treated within

the mean-field ∆H(M,∆M) method and do not cause any significant precision

problems, while exchange interactions did [2, 9, 41]. Thus, we focus here on

the effect of inter-granular exchange interactions only, because they represent

the much more serious problem for the reliability of the ∆H(M,∆M) method.

Effects of dipolar interactions will be presented later. Also, we are acutely aware

of the fact that the assumption of a uniform exchange coupling constant J in

Eq. 8.1 is a substantial simplification of the problem, if one compares our model

to real materials structures. Again, including a distribution of J would be an

extension of the present model and will be the topic of a later chapter.

9.1 Square lattice

Note that a square lattice is not necessarily a very good approximation of actual

media structures [9], in which grains typically have coordination numbers of 5

or 6. However, in the section, we neglect this detail of actual media structures

for reasons of simplicity.

With this model, we evaluate different types of D(HS) to study the relia-

bility of the ∆H(M,∆M) method. In our simulation, we set the ferromagnetic

nearest-neighbor coupling strength J = 1 and tune the disorder parameter σ.

In our model, only the ratio σ/J is relevant. Setting J = 1 is just a standard

and convenient way for simulations. Since J = 1, tuning σ is equivalent to

tuning σ/J . In this sense, a small (big) σ corresponds to strong (weak) nearest-

neighbor interactions of hysterons. We calculate the M(H) curves, both major

hysteresis loop and recoil curves, for system sizes up to 10002 and σ values from

1.6 to 1000.

To show that the ∆H(M,∆M) method fails reproducibly in a well-defined

manner, we calculate ∆H(M,∆M) data sets for four different distributions:
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Figure 9.1: Triangular and square lattice in 2D.

Gaussian, Lorentzian, Lognormal, and truncated-Lorentzian. For all these dis-

tributions, we tune the disorder parameter σ from 1.6 to 1000, but keep the

ratio h0/σ to be a positive constant. This is done to avoid any negative switch-

ing fields, which would otherwise describe non-physical behavior in violation

of the second law of thermodynamics. For a Gaussian, h0/σ = 5 is gener-

ally big enough to avoid any negative HS for system sizes of up to 10002. For a

Lorentzian, we choose h0/σ = 5×103 for systems of size 1002 and h0/σ ∼ 2×105

for systems of size 10002. To avoid the long negative tails of the Lorentzian,

we can truncate the distribution instead of choosing a huge h0/σ ratio, creating

a new type of distribution, which we refer to as truncated Lorentzian distribu-

tion DLt
(HS) in the following. For this DLt

(HS) distribution, we also choose

h0/σ = 5 in our calculations. For the Lognormal distribution, there is by defi-

nition no distribution density for negative fields. But we still choose h0/σ = 5

to make it comparable with the Gaussian and the truncated Lorentzian distri-

bution. 1

We will show that even though the ∆H(M,∆M) method approximates the

inter-granular interactions on the mean-field level, it can predict its own relia-

bility correctly.

9.1.1 Comparison with the mean-field approximation

Key results of our numerical hysteresis loop calculations for all these different

switching field distributions are shown in Figs. 9.7- 9.5. In each case, we show

plots for σ = 1.6, 5 and 50 only to illustrate the general trends. All the calcula-

tions shown here are done in 2D with linear system size L = 1000, i.e. L2 = 106

hysterons.

At first, we discuss the results for the Gaussian D(HS) distribution in detail.

Fig. 9.7 displays the results for different σ’s in different rows: (Top) σ = 1.6.

(Middle) σ = 5. (Bottom) σ = 50. For each σ, we calculate a complete set of

M(H) curves, both the saturation hysteresis loop and recoil curves, as shown

in the left column of Fig. 9.7. Note that here and throughout the paper, M (or

1The value of the constant h0/σ is not relevant for checking the reliability range of the
∆H(M, ∆M) method, as long as we have positive switching fields for all the hysterons.
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∆M) is normalized to the saturation value MS and H (or ∆H) is normalized to

the coercive field HC. In particular, we choose 5 equally-spaced recoil curves,

for which the distance to saturation is given by ∆Mi = i/3. From the left

column of Fig. 9.7, one can see that the hysteresis curves get broader for higher

σ. Note that it is not the larger σ itself that causes this effect, because this

type of broadening is taken out due to the normalization of H with HC, and

the constant h0/σ ratio. 2 The difference in shape here actually reflects the fact

that for lower σ, one gets correlated magnetization reversal which sharpens the

macroscopic switching field distribution substantially.

In the middle column of Fig. 9.7, we show the corresponding ∆H(M,∆M)

curves (solid lines) derived from the simulated M(H) curves, as well as the

mean-field approximation of the ∆H(M,∆M) curves (dotted lines) calculated

from Eq. 7.5a. The mean-field curves are calculated by using the exact input

parameter and are not least-squares fits. This allows for a clear illustration of

the deviations from mean-field behavior. From Fig. 9.7(d), we see that for small

σ (corresponding to strong hysteron interactions) the difference between the

numerical result and the mean-field approximation is large. For intermediate σ

(corresponding to intermediate hysteron interactions), the difference diminishes

but is still visible, especially near the negative saturation M = −1, as shown

in Fig. 9.7(e). For high σ (corresponding to weak hysteron interactions), the

difference is so small that it is not visible in Fig. 9.7(f). It should be mentioned

that due to the constant h0/σ ratio and the normalization of ∆H, the mean-field

∆H(M,∆M) curves look almost identical for different σ’s. Furthermore, it is

apparent that the ∆H(M,∆M) curves obtained from numerical simulations are

asymmetric, in particular for small σ. They show much larger deviations from

the mean-field approximation on the left hand side, i.e. near negative saturation

M = −1. This can also be seen in the hysteresis loops themselves, where the

curves seem to bundle up near negative saturation for small σ values.

In the right column of Fig. 9.7, we show numerical values for the deviation

from redundancy measures rij(M) which are calculated from the simulated re-

coil curves shown in the left column. Due to the definition range of rij(M), only

the recoil curve pairs (i, j) = (1, 2), (1, 3), (1, 4) and (2, 3) produce data. From

Fig. 9.7(g), we see that for small σ the deviation from data redundancy is quite

substantial for the whole M definition range and for all the recoil curve pairs.

For intermediate σ, the deviation becomes smaller but is still visible, as shown

in Fig. 9.7(h). For high σ, the deviation is almost negligible in the whole M

definition range and for all recoil curve pairs, as one can see from Fig. 9.7(i).

For the other D(HS) distributions, we observe very similar results as shown

in Figs. 9.3–9.5. Thus, one has to realize that for small σ, i.e. strong hysteron

2This statement only makes sense if HC and h0 are very similar, which should be fulfilled
as long as the hysteron coupling is not too strong and the main cause of hysteresis is the single
hysteron hysteresis. In fact, in our simulations, we find that h0 and HC are almost identical
(or very similar) for high σ. Moreover, one could make this an exact statement by normalizing
H and ∆H to h0.

67



-1

-0.5

 0

 0.5

 1

-2 -1  0  1  2
M

H

(a)

 0.1

 1

-1 -0.5  0  0.5  1

∆H

M

(d)
-0.2

-0.1

 0

-0.4 -0.2  0  0.2  0.4  0.6

r i
j

M

(g)

r12
r13
r14
r23

 

 

 

 

-1

-0.5

 0

 0.5

 1

-2 -1  0  1  2

M

H

(b)

 0.1

 1

-1 -0.5  0  0.5  1

∆H

M

(e)
-0.2

-0.1

 0

-0.4 -0.2  0  0.2  0.4  0.6

r i
j

M

(h)

r12
r13
r14
r23

 

 

 

 

-1

-0.5

 0

 0.5

 1

-2 -1  0  1  2

M

H

(c)

 0.1

 1

-1 -0.5  0  0.5  1

∆H

M

(f)
-0.2

-0.1

 0

-0.4 -0.2  0  0.2  0.4  0.6

r i
j

M

(i)

r12
r13
r14
r23

 

 

 

 

Figure 9.2: Numerical results using a Gaussian intrinsic SFD. Rows: (Top,
fig.a,d,g): σ = 1.6. (Middle, fig.b.e.h): σ = 5. (Bottom, fig.c,f,i): σ = 50.
Columns: (Left, fig.a,b,c): M(H) curves, main loop and 5 recoil curves. (Mid-
dle, fig.d,e,f): ∆H(M,∆M) curves for the 5 recoil curves: (solid lines) numerical
result; (dotted lines) mean-field approximation. (Right, fig.g,h,i): M -dependent
deviation from redundancy (rij(M)) for all the possible recoil curve pairs.

interactions, the ∆H(M,∆M) method is not accurate. The mean-field approx-

imation does not match the numerical result and deviations from redundancy

are large. This is the expected result because once coupling dominates the mag-

netization reversal the mean-field approximation will not be valid any more. On

the other hand, for large σ, i.e. weak hysteron interactions, the ∆H(M,∆M)

method works very well, which is indicated by both the small deviation from

redundancy and the match of the mean-field approximation to the numerical

results.

9.1.2 Emergent feature of the ∆H(M, ∆M) method

The similarities in the failure of the ∆H(M,∆M) method for different D(HS)

distributions indicates that this method may be not very sensitive to the partic-

ular type of distribution in general. To study this further, we plot the reliability

measures against the tuning parameter σ for all D(HS) distributions in Fig. 9.8.

The fit quality measures Pd and R2 are shown in Fig. 9.8(a) and (b), re-

spectively. We see that Pd approaches 0 with increasing σ, which means that

for high σ, the input value of σ can be recovered with very high accuracy by

fitting the ∆H(M,∆M) data to the mean-field fit function. In other words, the

∆H(M,∆M) method works well for high σ. Furthermore, we see that with in-
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Figure 9.3: Numerical results using a Lorentzian intrinsic SFD. Rows: (Top,
fig.a,d,g): σ = 1.6. (Middle, fig.b.e.h): σ = 5. (Bottom, fig.c,f,i): σ = 50.
Columns: (Left, fig.a,b,c): M(H) curves, main loop and 5 recoil curves. Note
that due to the very large h0/σ ratio (∼ 2 × 105 for this system size 10002,
chosen to avoid negative HS), the differences between the major loop and all
the recoil curves are extremely hard to see from the M(H) plot itself. The small
differences will be more clear with log scale as shown in the middle column.
(Middle, fig.d,e,f): ∆H(M,∆M) curves for the 5 recoil curves: (solid lines)
numerical result; (dotted lines) mean-field approximation. Here, we see that
normalized ∆H values are very small compared to the Gaussian D(HS) case
due to the large h0/σ ratio. (Right, fig.g,h,i): M -dependent deviation from
redundancy (rij(M)) for all the possible recoil curve pairs.

creasing σ, R2 approaches 1 corroborating a successful fit of the ∆H(M,∆M)

data in this regime. The average deviation from redundancy (r) is shown in

Fig. 9.8(c). It is clearly seen that with increasing σ, r approaches 0, i.e. data

redundancy is obtained, which is the key feature of the mean-field approxima-

tion.

The reliability range of the ∆H(M,∆M) method can be obtained from

the reliability measures shown in Fig. 9.8. We find that for all the four D(HS)

distributions, with the definitions of σ given in Sec. 7, the ∆H(M,∆M) method

works virtually perfect for σ ≥ σ0 with σ0 being approximately equal to 20.

Here, σ0 is just a rough criterion, above which the reliability measures have

merged into their mean-field approximation values.

Note that in the original micromagnetic test [9], it is found that the ∆H(M,∆M)

method is still valid for σ/J ' 7.4 in our notations. 3 However, due to the noise

3In Ref. [9], it is found that the ∆H(M, ∆M) method is still valid for Hex = 0.21Hk with
σ(Hk) = 0.23 (resulting in σ(HS) ' 0.26). Here Hex is the exchange field and Hk is the
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Figure 9.4: Numerical results using a truncated Lorentzian intrinsic SFD.
Numerical results using a truncated Lorentzian intrinsic SFD. Rows: (Top,
fig.a,d,g): σ = 1.6. (Middle, fig.b.e.h): σ = 5. (Bottom, fig.c,f,i): σ = 50.
Columns: (Left, fig.a,b,c): M(H) curves, main loop and 5 recoil curves. (Mid-
dle, fig.d,e,f): ∆H(M,∆M) curves for the 5 recoil curves: (solid lines) numerical
result; (dotted lines) mean-field approximation. (Right, fig.g,h,i): M -dependent
deviation from redundancy (rij(M)) for all the possible recoil curve pairs.

level of the micromagnetic calculations, R2 is limited to 0.98 or smaller even in

the best of circumstances there. If we check where R2 becomes smaller than 0.98

in our calculations, then it is exactly in the same range of σ/J = 7 ∼ 8. Thus, it

is perfectly consistent with the previous work. Our calculations are much more

sensitive and the statistic is much better, because we have much more particles

in our calculation (106 hysterons) than the original micromagnetic work (1330

gains), demonstrating the clear advantage of our approach using the RSFHM.

It should be emphasized that the σ0 values obtained from all three reliability

measures are fairly consistent. If there are differences at all, r appears to show

the highest sensitivity to deviations from the mean-field approximation, while

R2 seems to be slightly less sensitive. This is important, because r can be

evaluated without any fit from a data set alone. So, the independent reliability

test is the most sensitive measure and gives one confidence that not only the

∆H(M,∆M) method fails in a well-defined way, but also that one can very

reliably check for this failure mode.

Finally, we note that the different r vs. σ curves in Fig. 9.8(c) for the differ-

ent distribution types track each other almost exactly. However, this particular

anisotropy field. This result corresponds to σ/J ' 7.43 in our notations, assuming the grains
have coordination numbers of 6.
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Figure 9.5: Numerical results using a Lognormal intrinsic SFD. Rows: (Top,
fig.a,d,g): σ = 1.6. (Middle, fig.b.e.h): σ = 5. (Bottom, fig.c,f,i): σ = 50.
Columns: (Left, fig.a,b,c): M(H) curves, main loop and 5 recoil curves. (Mid-
dle, fig.d,e,f): ∆H(M,∆M) curves for the 5 recoil curves: (solid lines) numerical
result; (dotted lines) mean-field approximation. (Right, fig.g,h,i): M -dependent
deviation from redundancy (rij(M)) for all the possible recoil curve pairs.

observation dependents somewhat on how exactly we define σ in the various

D(HS) distributions, because only for the Gaussian and Lognormal distribution

are we using the natural definition given by the standard deviation. Thus, the

curve collapse seen in Fig. 9.8(c) might be partially artificial. Pd and R2 on

the other hand do not exhibit such a collapse, not even for the Gaussian and

Lognormal distributions as is apparent from Fig. 9.8(a) and (b). The fact that

the two kinds of reliability measures show different behavior can be understood

in the following way. As mentioned in the end of Sec. 7.2.1 and Sec. 7.2.2, finite

size inaccuracies at the definition range boundaries of the recoil curves will not

affect the calculation of r very much due to the cancellation effect. But it will

affect the calculation of the fit quality measures, both Pd and R2. Generally

speaking, the shape of the hysteresis loops and recoil curves depends on the par-

ticular type of the chosen D(HS). Consequently, the finite size inaccuracies will

also depend on D(HS). As a result, we see different (similar) behaviors of the

fit quality measures (deviation from redundancy measure) for different D(HS)

distributions at small σ. In this sense, it is natural to choose the deviation from

redundancy measure r as the best measure to determine the reliability range of

the ∆H(M,∆M) method.
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Figure 9.6: Reliability measures for the different D(HS) as a function of the
distribution width σ: (a) Pd. (b) R2. (c) r.

9.2 Triangular lattice

To furthermore show that deviations from a more realistic grain structure are

not fundamentally altering the overall significance of our previous result, i.e.

the ∆H(M,∆M) method fails reproducibly in a well-defined manner, we also

analyze the ∆H(M,∆M) data for Gaussian intrinsic SFD on a 2D triangular

lattice with 106 hysterons.

Key results of our numerical simulations are shown in Fig. 9.7. We show

plots for σ/J = 5 and 50 only to illustrate the general trends. Fig. 9.7 displays

the results for different σ/J ’s in different rows: (Top) σ/J = 5. (Bottom)

σ/J = 50. For each σ/J , we calculate a complete set of M(H) curves, both

the saturation hysteresis loop and recoil curves, as shown in the left column of

Fig. 9.7. Note that M (or ∆M) is normalized to the saturation value MS and

H (or ∆H) is normalized to the coercive field HC. In particular, we choose

5 equally-spaced recoil curves, for which the distance to saturation is given by

∆Mi = i/3 with i being an integer between 1 and 5. In the middle column of

Fig. 9.7, we show the corresponding ∆H(M,∆M) curves (solid lines) derived

from the simulated M(H) curves, as well as the mean-field approximation of

the ∆H(M,∆M) curves (dotted lines) calculated from Eq. 7.5a. The mean-

field curves are calculated by using the exact input parameter, which allows for a

clear illustration of the deviations from mean-field behavior. From Fig. 9.7(b,e),

we see that as σ/J increases and the role of exchange interaction decreases,

the difference between the numerical result and the mean-field approximation
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Figure 9.7: Numerical results for Gaussian intrinsic SFD on a 2D triangular
lattice. (Top, fig.a,d,g): σ = 1.6. (Middle, fig.b.e.h): σ = 5. (Bottom, fig.c,f,i):
σ = 50. Columns: (Left, fig.a,b,c): M(H) curves, main loop and 5 recoil curves.
(Middle, fig.d,e,f): ∆H(M,∆M) curves for the 5 recoil curves: (solid lines)
numerical result; (dotted lines) mean-field approximation. (Right, fig.g,h,i):
M -dependent deviation from redundancy (rij(M)) for all the possible recoil
curve pairs.

becomes smaller. In the right column of Fig. 9.7, we show numerical values for

the deviation from redundancy measures rij(M) which are calculated from the

simulated recoil curves shown in the left column. From Fig. 9.7(c), we see that

for small σ/J the deviation from data redundancy is quite substantial in the

entire M definition range and for all the recoil curve pairs. While for high σ/J ,

the deviation is almost negligible for all M values and all recoil curve pairs, as

one can see from Fig. 9.7(f).

The results here are very similar to the results obtained from a 2D square lat-

tice with Gaussian ISFD [58]. To study the reliability range of the ∆H(M,∆M)

method quantitatively, we plot the three previously mentioned reliability mea-

sures against the tuning parameter σ/J for both square and triangular lattice

in Fig. 9.8.

Firstly, we find that those measures show very similar features for the two

different lattices. All three quantities approach their mean-field approximation

values with increasing σ/J (decreasing exchange interaction), i.e. Pd → 0,

R2 → 1 and r → 0 as σ/J →∞. As expected, the ∆H(M,∆M) method works

very well for high σ/J in the sense that the fit quality is excellent and data

redundancy is obtained.

Secondly, a clear shift of the failure towards higher σ/J values is seen in the
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Figure 9.8: Reliability measures as functions of σ/J . (a) Pd. (b) R2. (c) r.
Insets show the reliability measures as functions of σ/Hex. All the calculations
are done for Gaussian ISFD on 2D lattices with 106 hysterons.

reliability measures of the triangular lattice. To understand this shift, one has to

keep in mind that the total exchange field Hex to which every grain is exposed

in triangular lattice is on average 50% higher than in square lattice, simply

because the number of nearest neighbors n in triangular lattice is 6 instead of

4 (see Fig. B.3). If we normalize for this effect, (defining Hex = n J), by the

saturated magnetization state, we find that the curves of the reliability measures

against σ/Hex for the two different lattices collapse onto each other very well,

as can be seen from the insets in Fig. 9.8. This collapse strongly indicates that

the deviation of the reliability measures as functions of σ/J is only due to the

difference in the total aggregate exchange effect upon each lattice site.

The reliability range of the ∆H(M,∆M) method can be quantified by de-

termining at which point one of the reliability measures becomes smaller (or

greater) than a certain value. For example, we find that R2 ≥ 0.98 when

σ/Hex ≥ (σ/Hex)c. Here, we choose the measure R2 and the certain value

0.98 specifically to compare it quantitatively with the earlier micromagnetic

results [9]. In our calculations, we find (σ/Hex)c ' 1.5 for both square and

triangular lattice. In the original micromagnetic test [9], it is found that the

∆H(M,∆M) method is still valid (in the sense that R2 = 0.98) for Hex = 0.21

with σ(Hk) = 0.23 (resulting in σ(HS) ' 0.26) with all quantities given in

units of the mean anisotropy field 〈Hk〉. This yields (σ/Hex)c ' 1.24, which

is in rough agreement with our result here. The difference could be related to

the fact that the micromagnetic calculations included dipolar effects, which by
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themselves do not impact the reliability of the ∆H(M,∆M) method, but cause

a general broadening of magnetization curves. This could shift the onset of the

exchange coupling caused failure towards lower σ values or higher levels of inter-

granular exchange coupling. However, this observed numerical difference could

also be simply due to the noise level of the previously reported micromagnetic

calculations. In these calculations, R2 is limited to values near 0.98 even in

the best of circumstances. In general, our calculations here exhibit much better

statistics, simply because we have much more particles in our calculations (106

hysterons) than were used in the original micromagnetic work (1330 gains).

9.3 Summary

We study the ∆H(M,∆M) method and its reliability by means of numerical

simulations of the zero-temperature interacting random hysteron model. We

present strong evidence that the ∆H(M,∆M) method, which is based on the

mean-field approximation, has a well-defined reliability range. This reliability

range can be checked with two types of independent measures: deviation from

redundancy and fit quality. The former is the superior tool because it is cal-

culated from the data set alone and is independent from any inaccuracies that

might be induced by data fitting procedures itself.

We also check that the failure mode of the ∆H(M,∆M) method is a univer-

sal property of this method and independent from the detailed lattice structure.
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Chapter 10

Effect of dipolar

interactions

The ∆H(M,∆M) method was demonstrated to have several advantages over

comparable methods. For example, it allows for the determination of the entire

D(HS) distribution and its functional form and not just a single characteristic

parameter [2, 9]. In Chapter. 9, we have shown that: (1) it has a well-defined

reliability range and it allows for oversampling, which makes self-consistency

checks feasible [58]. (2) its failure mode was found to show universal behavior,

independent from the detailed lattice structure in numerical simulations [57].

Despite these advantages, it is still unknown whether the reliability range

of the ∆H(M,∆M) method with respect to exchange interactions might be

affected by the simultaneous presence of dipolar interactions. Given the fact

that this simultaneous presence of both interactions is the realistic case for

actual recording media, it is an important issue, which we have studied in this

chapter.

10.1 Hysteron model: consider dipolar

interactions

Adding dipolar interactions into the RHS of Eq. 8.1, the model Hamiltonian

turns to be

H = −Jex

∑

<i,j>

SiSj + Jdp

∑

i6=j

SiSj

r3ij
−
∑

i

(H + sgn(Si)HSi)Si (10.1)

. Here, the first term represents that hysterons interact ferromagnetically with

their nearest neighbors by means of exchange interactions of strength Jex. The

second term represents that hysterons exhibit a distance-dependent and anti-

ferromagnetic dipolar interaction of strength Jdp with all other hysterons. Here,

rij denotes the distance between hysteron i and j in lattice units. 1 Note that

due to our restricted geometry with perfectly aligned perpendicular magnetiza-

tion (representing high-anisotropy materials), dipolar effects cause an effective

interaction that is anti-ferromagnetic in its nature. The third term accounts for

1The lattice constant by itself is not relevant in our model, because it is effectively included
in Jdp. A quantitative comparison with real granular geometries can easily be done, if the
corresponding Hamiltonian is written into a functional form similar to ours.
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the effect of the external field and the intrinsic switching field.

The algorithm for the simulation of the major hysteresis loops and the corre-

sponding recoil curves of this model has been described in the above section and

Ref. [58]. For the numerical calculations of long-range dipolar interactions in

a system with periodic boundary conditions, we utilized the efficient formalism

described by Lekner [54]. For details, see App. B.

10.2 Results

10.2.1 Sheared M(H) curves

For our numerical study of the ∆H(M,∆M) method’s reliability, we assume

a Gaussian distribution D(HS) of width σ for a two-dimensional square lattice

comprising of total N hysterons. Different system sizes ranging from 502 to 4002

have been studied to estimate finite-size inaccuracies. Results presented here

were calculated for 1002, which we found to be sufficiently precise in all cases.

In our model Hamiltonian, Jex, Jdp, H, HS and σ all have dimensions of energy.

And we set σ = 1 to be the unit of energy. We vary both Jex and Jdp. For each

parameter set (Jex, Jdp), we calculate the complete set of M(H)-curves (both

the saturation hysteresis loop and recoil curves), from which ∆H(M,∆M) data

sets are then extracted.

The results displayed in Fig. 10.1 show several specific examples for parame-

ter sets (Jex, Jdp) = (0.4,0), (0.4,0.4) and (0.4,0.8). The simulated M(H) curves

are shown in the left column. It is clearly seen that increasing the strength of

dipolar interactions shears the hysteresis loops substantially as expected. The

right column displays the corresponding ∆H(M,∆M) curves. The solid lines

are the numerically extracted results from the simulated M(H) curves while

the dotted lines denote the mean-field behavior according to the expression of

∆HG(M,∆M). Comparing Fig. 10.1(d), (e) and (f), we find that dipolar inter-

actions of intermediate strength make the system most mean-field like.

10.2.2 Contour plots of reliability measures

To study the effect of dipolar interactions on the ∆H(M,∆M) method’s reliabil-

ity in a more systematic and quantitative way, we need to introduce quantitative

reliability measures. Obviously, the reliability range of the mean-field approx-

imation, upon which the ∆H(M,∆M) method is based, can be checked by

means of a least-squares fit of ∆HG(M,∆M) to the numerical data and a sub-

sequent analysis of the conventional fit-quality measures, such as: (1) the square

of the multiple correlation coefficient R2 and (2) the percentage difference Pd

between the fitting result and the input parameter σ. By definition, R2 = 1 and

Pd = 0 would correspond to perfect data fitting, i.e. the exactness of the mean-

field limit. We therefore calculated a least-squares fit to ∆HG(M,∆M) for the

numerically extracted ∆H(M,∆M) data for each parameter set of (Jex, Jdp).

77



-1

-0.5

 0

 0.5

 1

-3 -2 -1  0  1  2  3

M
/M

s

H/Hc

(c)

-1

-0.5

 0

 0.5

 1

M
/M

s

(b)

-1

-0.5

 0

 0.5

 1

M
/M

s

(a)

 0

 0.4

 0.8

-1 -0.5 0 0.5 1

∆H
/H

c

M/Ms

(f)
 0

 0.4

 0.8

∆H
/H

c

(e)
 0

 0.4

 0.8

∆H
/H

c

(d)

Figure 10.1: Using Gaussian D(HS) with width σ = 1.0 to calculate the M(H)
curves and ∆H(M,∆M) curves on a 2D square lattice with N = 1002 hysterons
and Jex = 0.4. (a,d) Jdp = 0. (b,e) Jdp = 0.4. (c,f) Jdp = 0.8. (Left)
M(H) curves: main loop and 5 recoil curves. (Right) ∆H(M,∆M) curves
for the 5 recoil curves: (solid lines) numerical result; (dotted lines) mean-field
approximation. Here M (or ∆M) is normalized to the saturation value MS = N
and H (or ∆H) is normalized to the coercive field HC.

From these fits, we then computed both Pd and R2. The results are shown in

contour plots (see Fig. 10.2).

The shape of the contour plots is rather interesting. First, it is nearly sym-

metric along the diagonal direction, i.e. Jdp/Jex = 1. This clearly demon-

strates that the roles of exchange and dipolar interactions in determining D(HS)

are almost equally important. Individually increasing either one will make the

∆H(M,∆M) method less reliable, while increasing both of them with proper

strength ratio of order 1 will substantially extend the reliability range. Second,

the shape is not really symmetric. It is tilted upwards and smoother on the high

Jdp side than the high Jex side. This suggests that the ∆H(M,∆M) method

can clearly cope with higher dipolar interactions than exchange interactions, in

agreement with previous micromagnetic tests [9].

The overall shape of the contours can be qualitatively explained by the

interaction compensation effect. From the model Hamiltonian, we know that
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Figure 10.2: Contour plots of the fit quality measures as functions of Jex and
Jdp, both in units of σ. (a) Pd. (b) R2. Dotted lines indicate the range of Jdp/σ
for realistic materials.

the intergranular exchange interactions are ferromagnetic (FM) and short-range

while the dipolar interactions are anti-ferromagnetic (AFM) and long-range.

The competition between the two “opposite” interaction tendencies will yield

a variety of system behaviors. Generally speaking, as we steadily increase Jex

from 0 to higher values while keeping Jdp constant, we shift the system from

the AFM-interaction-dominated regime to the mean-field regime and to the FM-

interaction-dominated regime. Only within the interaction compensation region,

the FM and AFM interaction tendencies nearly cancel each other. Consequently,

the system is most mean-field like and the ∆H(M,∆M) method becomes most

reliable there. From the model Hamiltonian, we also notice that if Jex/Jdp =

1, the exchange and dipolar interactions will cancel exactly for the nearest-

neighboring hysterons which have rij = 1 in the lattice units. However, due

to the long-range and distance-dependent features of dipolar interactions, this

cancellation will not be exact for hysterons with longer distances. This explains

why the interaction compensation region is only roughly symmetric along the

diagonal direction.

10.2.3 Correlations between reliability measures

To quantify the interaction compensation region or equivalently the reliability

range of the ∆H(M,∆M) method, one can define a critical value for each reli-

ability measure, above which this method is sufficiently accurate. For example,

we might define R2
c = 0.98 to be the critical value for R2 in accordance with the

best available experimental data [9]. Then the reliability range for the param-

eter set (Jex, Jdp) can be clearly seen from the region enclosed by the second

highest contour in the R2 plot. This particular contour will be referred to as
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R2 and r. Each data point represents a different parameter set (Jex, Jdp). Data
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symbol, as indicated by the legend.

the critical contour, inside which the system is virtually mean-field like and

the ∆H(M,∆M) method is reliable. Note that for practical recording media,

the ratio of Jdp/σ will probably be limited within the range of 0.2 ∼ 1, which

happens to have an overlap with the critical contour (see Fig. 10.2). 2 One can

then easily see that within the realistic Jdp/σ range, the dipolar interactions

improve the reliability range of the ∆H(M,∆M) method up to higher Jex val-

ues. We also notice that for Jex/σ ≤ 0.2 (read off from the intercept of the R2

critical contour on the Jex-axis), higher dipolar interaction will only make the

∆H(M,∆M) method worse. But this part is very small compared to the part

where dipolar interactions make the ∆H(M,∆M) method robust.

Besides the fit-quality measures R2 and Pd, there is a self-consistency-check

measure, which is based upon data redundancy in between multiple recoil curves.

One can test data for deviations from this redundancy by means of a quantity

r = 1
n

∑

i,j

〈

r2ij(M)
〉

1
2 where rij(M) is by definition identical to zero within

the mean-field approximation, so is r. The specific advantage of this quan-

tity r is that it can be directly calculated from data sets alone without the

need for any data fitting. Therefore, it is important to analyze the possible

correlation between the fit-quality measure (either R2 or Pd) and the deviation-

2For the realistic range of Jex/σ, that’s what nobody knows (or is supposed to know -
Hitachi patent application), and is actually very tunable in reality.
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from-redundancy measure r. Knowledge of this correlation will enable us to

estimate the suitability of the ∆H(M,∆M) method without any data fitting.

Considering this, we calculated r from the numerical ∆H(M,∆M) data for each

parameter set of (Jex, Jdp). Overall, the contour plot of r shows very similar

features as of the ones being displayed in Fig. 10.2 for R2 and Pd. To visualize

and quantify the correlation between R2 (Pd) and r, we plot R2 (Pd) vs. r for

the complete set of different (Jex, Jdp) parameter (see Fig. 10.3). We find that

the data collapse fairly well onto a single line in the high R2 or low |Pd| range,

in which the utilization of the ∆H(M,∆M) method is sensible and accurate.

This indicates that R2 and Pd are highly correlated with r in the regime where

these quantities matter. Due to the knowledge of these correlations, one now

has a criterion that enables a judgment on the usefulness and reliability of any

∆H(M,∆M)-data set evaluation. For that, one simply determines the r value

from experimental or modeling data sets, looks up the expected precision with

the help of Fig. 10.3 and then decides if a further data analysis is warranted or

not.

10.3 summary

In summary, we find that the presence of dipolar interactions similar in size

to those of real PRM makes the ∆H(M,∆M) method substantially more pre-

cise and robust. The deviation-from-redundancy measure r, which is a self-

consistency-check, is found to be a good predictor of the ∆H(M,∆M) method’s

reliability and can be utilized as a criterion to decide if a full scale data-analysis

is warranted.
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Chapter 11

Effect of nonuniform

exchange and magnetostatic

couplings
Recently, it has been shown that the microstructural disorder and the resulting

randomness in exchange and magnetostatic inter-granular interaction have a

detrimental effect on the performance of PRM. [94,30,72]

In real granular materials, the randomness in exchange couplings arises from

irregularities at the grain boundaries, while the randomness in magnetostatic

couplings results from the distribution of locations and volumes of the grains.

Therefore, it is important to find a self-consistent approach to generating a re-

alistic distribution of grains and the corresponding inter-granular interactions.

The purpose of the present chapter is twofold. First, the aim is to develop a

realistic model of the PRM that self-consistently accounts for locally varying

random interactions while still allowing for the macroscopic hysteresis loop de-

scription of PRM. Secondly, the so developed model is subsequently used to

address the question: to what extent can the presence of random interactions

influence the proper determination of microscopic materials information, such

as the intrinsic switching field distribution (SFD) D(HS) ?

11.1 Hysteron model: consider randomness in

couplings

The model Hamiltonian introduced in the last chapter, i.e. Eq. 10.1, has

been demonstrated to be very useful for understanding the applicability of the

∆H(M,∆M) method to PRM. [59] However, it has substantial deficiencies.

First, mapping grains to structureless hysterons is of course the simplest math-

ematical construction, in which any effect due to the grain volume distributions

is completely ignored. Second, the assumption of uniform exchange and dipo-

lar couplings (Jex and Jdp) is a substantial simplification of the real material

structures. Due to microstructural disorder, such as irregularities at the grain

boundaries, (or random locations and volumes of grains), there is a distribution

of exchange (or magnetostatic) couplings between grains. Third, the dipole ap-

proximation is satisfactory for grains which are far away from each other. For

grains which are close to each other, the dipole approximation will significantly

overestimate the magnetostatic interactions, as reported in the literature. [52,85]

Considering all these deficiencies, and to systematically study the effect of
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non-uniform exchange and magnetostatic interactions on the reliability of the

∆H(M,∆M) method, we have generalized the above simple model, Eq. 10.1,

in the following three aspects.

11.1.1 Non-uniform exchange couplings

For realistic PRM materials, the randomness in the inter-granular exchange

couplings is determined mostly by the quality of the grain boundaries (or by

an additional layer introducing a well defined amount of inter-granular interac-

tions), while the randomness in magnetostatic interactions is determined by the

grain volume distribution. Thus for all practical purposes, it is reasonable to

view the probability distributions of inter-granular exchange and magnetostatic

couplings as mutually uncorrelated. Therefore, for the modeling purposes, the

two distributions can be generated using independent processes.

Correspondingly, we introduce randomness in the exchange couplings by

simply choosing random bonds J ij
ex from a Gaussian distribution with mean

〈J ij
ex〉 ≡ Jex and standard deviation σ(J ij

ex) ≡ RexJex. The relative width of the

random bond distribution Rex will be called the randomness in the exchange

couplings. The bond index b = (ij) runs from 1 to NZ/2 with Z the coor-

dination number of the embedded lattice. To make a good approximation of

actual media structures in which grains typically have coordination numbers

of 5 ∼ 6, we choose a triangular lattice of grains with constant coordination

number Z = 6.

11.1.2 Non-uniform magnetostatic couplings

Due to the non-local nature of magnetostatic interactions, a self-consistent gen-

eration of random coupling constants J ij
ms is a non-trivial task. In a first step,

we represent the volume of a grain by a hexagonal prism with a side length

a/
√

3 and height d (Fig. 11.1(a) and Fig. 11.5(b)). Thus the grains form a two

dimensional assembly of thickness d with grains arranged on a triangular lattice

of spacing a (Fig. 11.1(d) and Fig. 11.5(a)). Then we randomize volumes of

grains by a random hexagonal tiling process (see below), in which the plane of

the triangular lattice is randomly tiled with irregular hexagons on each lattice

site (Fig. 11.1(e)). The height d remains the same for all grains. Note that this

process guarantees that every grain has exactly six neighbors, which complies

with the definition of non-uniform exchange interactions above.

The random hexagonal tiling (RHT) process is illustrated in Fig. 11.1(a-c).

First we assume regular tiling case and draw a circle of radius r = Pa/(2
√

3)

around every vertex of all regular hexagons. Then we randomly generate a point

inside every such circle. These are the points that define locations of vertices

of randomized hexagons. The randomized volumes, vi, are calculated by multi-

plying the area of hexagons Ai by the height d. The extent of randomness can

be controlled by the tuning parameter P , where P = 0 corresponds to regular
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hexagonal tiling case. As shown in Figs. 11.1(a-c), with increasing P, the grain

becomes more and more irregular. Figs. 11.1(d-f) illustrate the corresponding

deformation of the entire lattice.

It is interesting to study the correlation between the tuning parameter P

and the grain volume distribution D(vi) generated by the described RHT. First

of all, we plot the D(vi) obtained from RHT at different P values (see Fig. 11.2).

Note that here we have normalized the grain volume vi to the value of the reg-

ular tiling case which is just v0 =
√

3a2d/2. For P = 0, D(vi) corresponds

to a δ-function. As P increases, we see that D(vi) becomes broader and more

asymmetrical. Secondly, the tuning parameter P is correlated with the char-

acteristics (moments) of the grain volume distribution D(vi), e.g. the mean,

variance and skewness. To see this, we plot the moments of D(vi) as functions

of P in Fig. 11.3. The first moment, i.e. the mean value, is always equal to

unity (in units of v0) no matter how randomly the hexagons are drawn (see

Fig. 11.3(a)). This is because that the total area of grain assembly is con-

served due to the periodic boundary conditions. The second moment (variance)

of the distribution follows parabolic behavior (Fig. 11.3(b)). To confirm this,

we also plot the standard deviation σ(vi) as a function of P . A straight line

σ(vi) = 0.17P (in units of v0) can fit the data very well (see Fig. 11.3(d)).

For the third moment, i.e. the skewness, a positive value increases roughly lin-

early with P , which indicates that the D(vi) becomes more asymmetric with

increasing P as seen in Fig. 11.3(c).

A self-consistent distribution of the magnetostatic couplings D(J ij
ms) is then

naturally obtained by setting J ij
ms = Jmsvivj/v

2
0 with Jms the magnetostatic

coupling strength in the P = 0 limit, i.e. no randomness in grain volume

distribution: vi = vj = v0. Due to the long-range feature of the magnetostatic

interaction, the index (ij) (with i 6= j) denotes here all grain pairs in the system.

11.1.3 Magnetostatic vs. Dipolar picture

To calculate the inter-granular magnetostatic interactions, we conduct the fol-

lowing procedures. Suppose we have a grain assembly with volume distribution

D(vi) obtained by RHT, as shown in Fig. 11.5(a).

Generally, the magnetic scalar potential ΦM of a given body, e.g. a media

grain, with known magnetization M is given by

ΦM (r) = −
∫

V

∇ ·M(r′)

|r − r′| dV ′ +

∮

A

n̂ ·M(r′)

|r − r′| dA′ (11.1)

in the Gaussian c.g.s. system of units. Since in our model, we assume uniform

magnetization inside each grain, the volume integral of the first term vanishes.

Furthermore, since we consider the high anisotropy limit where magnetization

of each grain can be aligned only along the z-axis, only the top and bottom

surfaces will contribute to the surface integral of the second term. We define
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Figure 11.1: Random hexagonal tiling. Tuning parameter P varies the shape
of a single grain and causes a non-uniform grain volume distribution for the
grain assembly. (a,d) P = 0; (b,e) P = 0.6; (c,f) P = 1.2. In (b) and (c), the
red dashed circle shows the permitted region of the grain vertices with radius
r = Pa/(2

√
3). Here a = 1 is the lattice spacing. The grains are shown in green

hexagons. The embedded triangular lattice of grains with periodic boundary
conditions is shown in blue dashed lines. The bonds between lattice sites (or
grain centroids) and their nearest neighbors are shown in blue (or black) solid
lines. For P > 0, the grain centroids (black dots) become deviating the lattice
sites (red dots). Only in the regular hexagonal tiling case (P = 0), as shown in
(a) and (d), the grain centroids match the lattice sites.

the magnetostatic field produced by grain j as HMj
(r) = −∇ΦMj

(r). The

magnetostatic energy between grain i and grain j can then be written as

U ij
ms = −1

2

∫

Vi

Mi ·HMj
dV

=
1

2
Mi ·

∫

Vi

∇ΦMj
dV

=
1

2
Mi ·

∮

Ai

ΦMj
n̂i dA

=
1

2

∮

Ai

∮

Aj

(n̂i ·Mi)(n̂j ·Mj)

|r − r′| dA′dA

(11.2)

The coordinates of points in the top/bottom surface of grain i and grain j

are (x,y,±d/2) and (x′,y′,±d/2), respectively. Then it is easy to check that

U ij
ms =

1

2
SiSjM

2
0 I(ri, rj ; d). (11.3)

Here, Mi = SiM0ẑ, Mj = SjM0ẑ with Si, Sj = ±1 and M0 a material param-
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Figure 11.4: (left) Electron micrograph of media. (right) Grain assembly ob-
tained by RHT with P = 1.0.

eter. The integral

I(ri, rj ; d) =

∫∫

Ai

dxdy

∫∫

Aj

dx′dy′ 2

·
[

1
√

(x− x′)2 + (y − y′)2
− 1
√

(x− x′)2 + (y − y′)2 + d2

]

(11.4)

is evaluated along the top surfaces (Ai and Aj) of the two grains with centroid

coordinates ri = (xi, yi, d/2) and rj = (xj , yj , d/2), respectively.

In the limit that the two grains are far away from each other

√

(xi − xj)2 + (yi − yj)2 ≡ rij � d

the above integral can be calculated as:

I(ri, rj ; d) ≈ AiAj 2(
1

rij
− 1
√

r2ij + d2
) ≈ AiAjd

2

r3ij

so that

U ij
ms ≈

M2
0 d

2AiAj

2a3

SiSj

r̃3ij
≡ J ij

ms

SiSj

r̃3ij
(11.5)

which is the dipole approximation. Here, r̃ij = rij/a is the reduced distance

and J ij
ms is naturally defined to be the magnetostatic coupling strength between

grain i and j in the long distance limit:

J ij
ms =

M2
0 d

2AiAj

2a3
= Jms

AiAj

A2
0

= Jms
vivj

v2
0

(11.6)

with Jms = 3M2
0 d

2a/8 being the magnetostatic coupling strength in the regular
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Figure 11.5: (left) A two-dimensional grain assembly (with L = 10 andN = 100)
obtained by RHT with tuning parameter P = 0.2, which results in grain volume
distributionD(v) with σ(v) ≈ 0.035. A particular grain pair is labeled with their
surface area Ai and Aj . (right) Schematic 3D view of the chosen grain pair.
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hexagonal tiling case (Ai = Aj = A0 =
√

3a2/2). It is easy to recognize that

Jms is just the dipolar coupling constant Jdp used in our previous study. [59]

Having the complete magnetostatic solution, it is now possible to calculate

how good the dipole approximation is. In Fig. 11.6, we show the ratio between

the integration result calculated from Eq. 11.3 and the dipole-approximation

result calculated from Eq. 11.5 as a function of rij (the distance between the

two grains’ centroids), for various d and P .

One sees that for d = 2, at r = 1, the dipole approximation overestimates the

magnetostatic interaction by almost 200%. While for d = 1, at r = 1, the dipole

approximation overestimates the magnetostatic interaction by only 20%. Note

that in a previous work [85], the magnetostatic interaction energy of a three-

dimensional array of ferromagnetic cubes was calculated and the authors showed

that the dipole approximation for nearest neighboring cubes overestimates the

magnetostatic energy by more than 17%, which is comparable to our result

given the fact that we are using different grain shapes.

We define rc to be the cutoff distance beyond which the magnetostatic inter-

action can be calculated with the dipole approximation, i.e Udp/Ums ≈ 1 with

less than 1% error. It is seen that rc depends on d crucially. For example, for

d = 1, rc ≈ 4; for d = 2, rc ≈ 15. (In our calculations, we set d = 2 and

rc = 20.) We also find that varying the RHT parameter P will not change rc

too much. This is demonstrated by the collapse of the curves with same d but

different P values. To save computing time, we explicitly calculate the exact

magnetostatic interactions only for grains with distance r < rc, while for r > rc

grains are still treated as in the dipole approximations.

Considering all the above changes, the model Hamiltonian of the interacting

random hysteron model can now be written as

H = −
∑

〈i,j〉
J ij

ex SiSj +
∑

i6=j

1

2
M2

0 I(ri, rj ; d) SiSj −
∑

i

[H + sgn(Si)HSi] ṽiSi.

(11.7)

with ṽi = vi/〈v〉 being the scaled grain volume. Note that in the absence of

randomness in exchange and magnetostatic couplings and within the dipole ap-

proximation, the original Hamiltonian Eq. 10.1 is easily recovered from Eq. 11.7.

The algorithm for the simulation of the major hysteresis loops and the corre-

sponding recoil curves of this model is described in Ref. [58]. For the numerical

calculations of long-range magnetostatic interactions in a system with periodic

boundary conditions, we utilized the efficient Lekner formalism [54].

Calculate long-range magnetostatic interactions

In our previous study, the Lekner formalism was used to deal with the long-range

dipolar interactions within a periodic system. [59] All grains were considered as

dipoles there. In calculating the long-range dipolar interaction between grain

i and j, we have to take into account the dipolar interaction between grain i
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and j in the central simulation cell and the dipolar interactions between grain

i in the central simulation cell and all the images of grain j in the image cells.

Therefore, the dipolar interaction energy must be calculated as

Udp = Jdp

∑

i6=j
all cells

SiSj

r̃3ij
= Jdp

∑

i,j

SiSj

∑′

C

1

|r̃ij + C̃|3
≡ Jdp

∑

i,j

SiSj F̃ij .

(11.8)

Here the C-sum is over all the simulation cells. The prime on the C-sum

indicates that it is over all images of grain j except C = 0 if j = i because we

assume that grain i interacts with all its periodic images, but not, of course,

with itself. In the case that the central simulation cell is a two-dimensional

lattice with rhombus shape of angle ψ and side length L = L̃a, one has C =

(l+ βm, γm)L̃a = C̃a with l, m integers, β = cosψ and γ = sinψ. The C-sum

can then be written as

F̃ij = L̃−3

∞
∑′

l,m=−∞

1

[(ξij + l + βm)2 + (ηij + γm)2]
3
2

(11.9)

with ξij = (xi − xj)/L and ηij = (yi − yj)/L. Here the prism indicates that we

omit the l = m = 0 term if ξij = ηij = 0. F̃ijL̃
3 can be efficiently calculated

with the Lekner formalism, which converts the slowly convergent summation to

a rapidly convergent one:

F⊥(ξ, η) =
2π2

γ2 sin2(πη/γ)
+8π

∑

l>0

∑

m

cos(2πl(ξ+βm))
l

|η + γm| K1(2πl|η+γm|)

(11.10)

or

F⊥(ξ, η) =
2π2

γ2 sin2(πξ′/γ)
+8π

∑

m>0

∑

l

cos(2πm(η′+βl))
m

|ξ′ + γl| K1(2πm|ξ′+γl|)

(11.11)

with η′ = γξ − βη, η′ = βξ + γη and Kν(z) is the modified Bessel function of

the second kind [54,32].

Similarly, in the magnetostatic-picture, the magnetostatic energy of the pe-

riodic system has to be calculated as

Ums =
∑

i6=j
all cells

1

2
SiSjM

2
0 I(ri, rj ; d)

=
∑

i6=j
all cells

1

2
SiSjM

2
0 a

3 I(r̃i, r̃j ; d̃)

=
∑

i,j

1

2
SiSjM

2
0 a

3
∑′

C

I(r̃i, r̃j + C̃; d̃) (11.12)

with d̃ = d/a. At first glance, the C-sum here is extremely complicated due
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to the four-dimensional integrals I(r̃i, r̃j + C̃; d̃). However, as discussed in

Sec. 11.1.3, if rij ≥ rc, these integrals can be calculated with the dipole approx-

imation very well. Only when rij < rc, shall we deal with the integrals explicitly.

Fortunately, this does not happen too often. As long as rc ≤ L/2, it is easy

to show that for grain i and grain j (and all grain j’s images), if there is one

pair which fulfills r < rc, then this is the only pair. Because grain j and all its

images are separated by at least distance L. (This proof is very similar to that

of the “minimum image criterion” used in the molecular dynamics simulation.)

Therefore, we can easily correct the dipole approximation:

∑′

C

I(r̃i, r̃j + C̃; d̃) =
∑′

C

ÃiÃj d̃
2

|r̃ij + C̃|3
− ÃiÃj d̃

2

r̃3ijmin

+ I(r̃i, r̃jmin
; d̃) (11.13)

with Ãi = Ai/a
2, Ãj = Aj/a

2. The first term, i.e. the dipole approximation,

can be calculated within the Lekner formalism. The rest is the correction and

can be easily calculated. Note that jmin denotes the minimal image of grain j

which satisfies rijmin
< rc. For some pairs of grains, there are no such minimal

images at all, which means we can safely use the dipole approximation without

corrections. Otherwise, we just use Eq. 11.13 to calculate the magnetostatic

interaction. In all cases, this can be done in advance and saved into a file for

future use in the calculation of M(H) curves.

It is useful to combine Eq. 11.12 and Eq.11.13 to derive

Ums =
∑

i,j

J ij
msSiSjF̃ ′

ij (11.14)

with

F̃ ′
ij ≡ F̃ij −

1

r̃3ijmin

+
1

ÃiÃj d̃2
I(r̃i, r̃jmin

; d̃) (11.15)

Comparing Eq. 11.14 with Eq. 11.8, one can easily see the modification we have

done so far. In the limit that there is no microstructural disorder, one has

J ij
ex = Jex, ṽi = 1, and J ij

ms = Jms. Furthermore, if dipole approximation is used

then Jms = Jdp and we have F̃ ′
ij = F̃ij , i.e. the original Hamiltonian Eq. 10.1

is recovered from Eq. 11.7.

11.2 Results

For our numerical study of the ∆H(M,∆M) method’s reliability, we assume a

Gaussian distribution D(HS) of width σ for a two-dimensional triangular lattice

comprising of total N grains. Different systems sizes ranging from N = 502

to 1002 have been studied to estimate finite-size inaccuracies. In our model

Hamiltonian, J ij
ex, J

ij
ms, H, HS and σ all have dimensions of energy. And we set

σ = 1 to be the unit of energy.

The randomness in J ij
ex is explicitly varied by tuning Rex, the relative width
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of D(J ij
ex). In our simulation, we tune Rex from 0 up to 0.2. Note that for

a Gaussian D(J ij
ex) with positive mean, the ratio Rex = σ(J ij

ex)/〈J ij
ex〉 ≤ 0.2 is

generally small enough for probability of finding negative J ij
ex to be negligible

and, therefore, the exchange coupling is always ferromagnetic in our simulations.

The randomness in J ij
ms is implicitly varied by tuning the RHT parameter P

from 0 up to 1.2. Correspondingly, the relative width of the grain volume

distribution D(v), i.e. Rv ≡ σ(vi)/〈vi〉 ∼ 0.17P , is tuned from 0 to 0.2. Note

that 0 ≤ Rex ≤ 0.2 and 0 ≤ Rv ≤ 0.2 are the parameter ranges that are relevant

for typical recording media. We set the grain height d = 2a. In calculating

magnetostatic interactions, Eq. 11.3 is used for grains with distance r < rc = 20a

and Eq. 11.5 is used otherwise. We set the lattice spacing a = 1 to be the unit

of length.

For every pre-defined randomness parameter set (P,Rex), we tune both Jms

and Jex. Note that Jms denotes the magnetostatic coupling strength between

two grains in the long distance and P = 0 limit. Jex is mean value of the

introduced D(J ij
ex). We calculate the complete set of M(H)-curves (both the

saturation hysteresis loop and recoil curves), from which ∆H(M,∆M) data sets

are then extracted.

11.2.1 M(H) curves

The results displayed in Fig. 3.3 show several specific examples. The simulated

M(H) curves are shown in the left column. It is clearly seen that increasing the

strength of magnetostatic interaction Jms shears the hysteresis loops substan-

tially as expected. The right column display the corresponding ∆H(M,∆M)

curves. The solid lines are the numerically extracted results from the simulated

M(H) curves while the dotted lines denote the mean-field behavior according

to the expression of ∆HG(M,∆M). Comparing Fig. 3.3(d1), (e1) and (f1),

we find that magnetostatic interactions of intermediate strength make the sys-

tem most mean-field like and consequently the ∆H(M,∆M) method is most

reliable there, corroborating our earlier result. [59] On the other hand, com-

paring Fig. 3.3(e1) with Fig. 3.3(e2), we find that the presence of randomness

in Jms and Jex slightly change the system behavior from mean-field like and

consequently decreases the reliability of the ∆H(M,∆M) method somewhat.

11.2.2 Reliability Measures

We calculated a least-squares fit to ∆HG(M,∆M) for the numerically extracted

∆H(M,∆M) data for each parameter set of (P,Rex; Jms, Jex). From these fits,

we then computed both Pd and R2. The results are shown in contour plots in

Fig. 11.8 and 11.9.

From the numerically extracted ∆H(M,∆M) data, the deviation from re-

dundancy measure is directly calculated without the need for any data fitting.

The results are shown in contour plots in Fig. 11.10.

92



Contour plots

The overall shape of the contour plots in the absence of interaction randomness

has been qualitatively explained by the interaction compensation effect. [59]

From the model Hamiltonian Eq. 11.7, we know that the inter-granular exchange

interactions are ferromagnetic (FM) and short-range while the magnetostatic

interactions are anti-ferromagnetic (AFM) and long-range. The competition

between the two “opposite” interaction tendencies will yield a variety of system

behaviors. The key point is that only when Jms is comparable with Jex can

the magnetostatic and exchange interactions cancel most. Consequently, the

system is most mean-field like and the ∆H(M,∆M) method is most reliable

there. This parameter range is called the interaction compensation region or

equivalently the reliability range of the ∆H(M,∆M) method. Individually

increasing either one will make the ∆H(M,∆M) method less reliable, while

increasing both of them with proper strength ratio will substantially extend

the reliability range. This explains why the overall contour shape is nearly

symmetric along the direction with Jms/Jex ∼ constant. The slight tilt of the

ellipse upwards results from the fact that only the nearest neighbor interactions

are compensated, but not the total interaction fields. Due to its long-range

nature the total magnetostatic field actually dominates the exchange. However,

due to the almost perfect suppression of the nearest neighbor interactions in this

case, the correlation processes that produce deviations from mean-field behavior

are effectively suppressed. This suggests that the ∆H(M,∆M) method can

clearly cope with higher magnetostatic interactions than exchange interactions,

in agreement with previous micromagnetic tests. [9]

Upon looking at the resulting structures in Figs. 11.8, 11.9, 11.10, we notice

that the overall contour shape is nearly symmetric along the Jms/Jex = 3 direc-

tion. Note that in our previous study where the dipole approximation was used,

we found the contour plot to be nearly symmetric along the Jdp/Jex = 1 direc-

tion. From the Eq. 10.1 we notice that if Jdp/Jex = 1, the exchange and dipolar

interactions will cancel exactly for the nearest-neighboring grains, which have

r̃ij = 1. This partially explains why the contour plot is nearly symmetric along

the Jdp/Jex = 1 direction. In contrast to these earlier studies, we consider here

the exact magnetostatic interaction (Ums) instead of dipole interaction approxi-

mation (Udp) for grains that are close to each other. In the case of d/a = 2, our

calculation demonstrates that the dipole approximation is rather unreliable with

Udp/Ums ≈ 3 for the nearest neighbor grains (r̃ij = 1). Correspondingly, Jms

needs to be about three times the size of Jex to compensate the nearest neighbor

grain interactions in the proper magnetostatic calculations. This explains why

the contour is nearly symmetric along the Jms/Jex = 3 direction.

Secondly, we find that with increasing randomness in the couplings, the re-

liability range shrinks slightly but in a well-defined fashion. To quantify the

shrink, one can define a critical value for each reliability measure, above which
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this method is sufficiently accurate. For example, we might define P c
d = −0.04,

R2
c = 0.99, rc = 0.012 to be the critical value for Pd, R2 and r, respectively.

These particular contours will be referred to as the critical contours, and marked

with thick solid lines in our plots. We find that the areas of these critical con-

tours keep decreasing upon increasing randomness in exchange and magneto-

static couplings. Moreover, in the limit that P = 0, i.e. uniform grain volumes

and uniform magnetostatic couplings, the shrink of the critical contours upon

increasing Rex is faster than the P > 0 cases. Similarly, in the limit that

Rex = 0, i.e. no randomness in the exchange couplings, the shrink of the critical

contours upon increasing P is faster than the Rex > 0 cases. This behavior can

be understood as above using the interaction compensation effect argument. In

the case of one interaction type being uniform, the probability of canceling the

contributions from the nearest neighbor interactions is smaller than the case of

both interaction types being random. Because even though the first moment

contributions from exchange and magnetostatic interactions might be equal, the

second and higher moments of the coupling constant distributions will not be.

In other words exact cancellation for nearest neighbors is very unlikely in this

case. However, in case of random exchange and magnetostatic coupling con-

stants, there exists a possibility for cancellation of even higher order moment

contributions. Therefore, it is expected that the presence of randomness in both

interaction types can actually improve performance of the ∆H(M,∆M) method

compared to cases with either one interaction type being uniform.

Correlations

Overall, the contour plots of the three reliability measures show very similar fea-

tures, which indicates that there could be correlations with each other. More-

over, as mentioned above, the deviation-from-redundancy measure r can be

directly calculated from data sets alone without the need for any data fitting.

Knowledge of a possible correlation between the fit-quality measure (either R2

or Pd) and the deviation-from-redundancy measure r will enable the estimation

of the suitability of the ∆H(M,∆M) method even without any data fitting.

Considering this, we plot R2 vs. r, Pd vs. r and R2 vs. −Pd for the complete

data set of different (P,Rex; Jms, Jex), see Fig. 11.11. In order to show the trend

more clearly, only three sets of (P,Rex) are shown here.

From Fig. 11.11(a) (or (b)), we find that in the absence of random couplings,

i.e (P,Rex) = (0, 0), the data points fall onto a fairly well-defined curve, in the

high R2 or low |Pd| range, where the utilization of the ∆H(M,∆M) method

is sensible and accurate. This indicates that R2 and Pd are highly correlated

with r in the regime where these quantities matter, corroborating our earlier

result. [59] One now has a criterion that enables a judgment on the usefulness

and reliability of any ∆H(M,∆M)-data set evaluation. In practice, one simply

determines the r value from experimental or modeling data sets, looks up the
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expected precision with the help of the correlation plots Fig. 11.11 and then

decides if a further data analysis is warranted or not. This procedure can be

termed as the r-parameter quality control.

Upon adding randomness into Jex and Jms through increasing Rex and P ,

the Pd vs. r (or R2 vs. r) correlation is approximately preserved but the curve is

slightly shifted to right. Also, the data spread has increased slightly illustrated

by the increasing error bars. This right shift in the r-dependence of the fit

qualities simply reflects the fact that increasing Rex and P causes an elevated

level of redundancy suppression, even though the ∆H(M,∆M) method still

works well and gives precise fit parameters. This right shift also means that

the r-parameter quality control still works and produces an even more stringent

quality control test in the presence of non-uniform couplings.

From Fig. 11.11(c), we find that the data points fall onto fairly well-defined

curves in spite of the presence of non-uniform couplings. This indicates that R2

and Pd are highly correlated with each other and this correlation is not affected

by the randomness of couplings.

11.3 Summary

In summary, we developed an interacting random hysteron model, which self-

consistently accounts for the local variations of exchange and magnetostatic

interactions and their correlations with the geometrical distribution of grains

in magnetic recording media. We used the so developed model to generate

hysteresis loop data for different interaction magnitudes and different amounts

of the randomness and performed an identification analysis aimed at extracting

intrinsic switching field distribution from the hysteresis loops. The conventional

∆H(M,∆M) -methodology has been used as an extraction tool. We find that,

even in the presence of locally varying exchange and magnetostatic couplings,

the switching field distribution can be determined by means of the ∆H(M,∆M)

method, however, with a somewhat reduced accuracy. The strong and robust

correlations among the reliability measures gives a natural r-parameter quality

control procedure, which can be utilized as a criterion to decide if a full scale

data-analysis is warranted, even in the case of non-uniform couplings.
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Figure 11.7: Using Gaussian D(HS) with width σ = 1.0 to calculate the M(H)
and ∆H(M,∆M) curves on a 2D triangular lattice with N = 502 grains and
Jex = 0.4. (a1,· · · ,f1) P = 0, Rex = 0. (a2,· · · ,f2) P = 1.2, Rex = 0.2.
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Figure 11.8: P and Rex dependent contour plots of the reliability measure Pd.
The critical contour with P c

d = −0.04 is marked with thick solid lines.
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Figure 11.9: P and Rex dependent contour plots of the reliability measure R2.
The critical contour with R2

c = 0.99 is marked with thick solid lines.
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Figure 11.10: P and Rex dependent contour plots of the reliability measure r.
The critical contour with rc = 0.012 is marked with thick solid lines.
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Appendix A

Algorithms

A.1 Droplet Analysis

The Droplet Analysis code was originally developed by A. A. Middleton for the

full 3D RFIM solution code. It takes ASCII description of spin configurations

and outputs their “cluster” and “domain” descriptions and the depth of the

configuration. Here, “clusters” are simply connected regions while “domains”

are the volumes enclosed by the domain walls. Domains incorporate subdomains

in their structure. The number of levels of nesting of the spin clusters is defined

to be the “depth” of the full spin configuration. Here is a 2D example:

Figure A.1: ASCII description of spin configuration of a 2D lattice. The symbol
‘1’ (‘0’) indicates an up (down) spin. Domain walls are indicated by dotted lines.

The result of the Droplet Analysis code follows:

cluster_count: (up/down) volume/surface/boxvol/maxdim

0: (0) 16/12/25/5

1: (1) 8/16/9/3

2: (0) 1/4/1/1

Domain_count: (up/down) volume/surface/boxvol/maxdim

1: (1) 9/12/9/3

2: (0) 1/4/1/1

Depth=2

This spin configuration has 3 clusters, of volume(size) 16, 8, and 1, with

surface areas of 12, 16, and 4 (4 nearest neighbors in 2D) respectively, and
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maxdim (maximal lengths) of 5, 3, and 1, and “box volumes” (volume of smallest

box enclosing the cluster) of 25, 9, and 1.

The domains would be the “infinite” outer domain (chosen to be the largest

cluster), which is NOT reported. What is reported is the first domain wall

(volume and box volume of 9, surface area 12, and linear dimension 3), the

second domain wall (surrounding the central spin) of area 4, and value 1 for the

volume, box volume and dimension. The nesting of spin clusters can also be

seen here. And the depth is 2.

For each simply connected cluster, its volume v is just the size of the cluster,

i.e. the number of spins in this cluster, which excludes the volume of the possible

“holes” of opposite spin. The surface area a of the cluster is defined to be the

number of unsatisfied nearest neighbor bonds that separate the cluster from its

surrounding region of opposite spin, which includes the surface of the possible

“holes” of opposite spin.

For each domain, its volume is defined as the number of spins that are en-

closed by the outermost surface of the domain (treating the possible holes inside

as if they were filled). And the surface area is just the area of the outermost

surface, i.e. it does not include the surface of subdomains.

It is trivial to get the connected cluster information for a given spin config-

uration. However, it is not easy to get the domain wall information due to the

possible subdomains, i.e. “holes”. In the Droplet Analysis code, the domain

walls are determined by working recursively inwards from the majority (down)

spin cluster. This is done by labeling all connected spin clusters. The algorithm

follows:

1. Determine and label all connected spin clusters (trace out droplet sur-

faces).

2. Start from the largest cluster with index Q and volume Qvol. Relabel it

with index −1.

3. While Qvol(number of spins with index −1) is less than the system volume

V ,

(a) Find all the clusters whose indices are NOT −1. These clusters form

domains and they could have holes (different spin values) inside them-

selves.

(b) Determine their volume and surface area. Report these (in this way,

we get the domain volume and domain surface in this depth).

(c) In this depth, find all the connected clusters (same spin value) which

are touching with the cluster of index −1. Add their volume to Qvol

(though not same spin value with the cluster of index −1) and relabel

those connected clusters with index −1.

(d) depth++.
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(e) Do (a) until Qvol = V , i.e. until we get the deepest level.

Note that here we have assumed that the spin value of the majority cluster is

down and the majority cluster is the outermost cluster. For spin configurations

that this condition is not valid, special attention should be given to get the

correct domain wall information.
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A.2 Hysteresis Loop

A.2.1 Hysteresis Loop without long-range interactions

Kuntz et al. developed three different algorithms to study the ztne-RFIM based

on the single-spin-flip dynamic rule — spin flips when its local field changes sign.

Due to the inherent sequential nature of the dynamics and the absence of ther-

mal fluctuations, all these algorithms have a basic algorithmic loop: scanning

the lattice for nucleation sites and then propagating an avalanche.

The three algorithms in order of increasing complexity are: brute-force,

sorted-list and bits.

• The brute-force searches through the entire lattice with N sites to find

each nucleation site (A nucleation site is the next unstable spin in the

external driving field is raised adiabatically slowly). Since there are O(N)

avalanches in a saturation hysteresis loop, the runtime scaling for the

brute-force algorithm is O(N 2).

• The sorted-list algorithm uses a clever pointer construct to find nucleation

events that diminishes the number of operations each spin is involved in

from O(N) to O(1) during the simulation. As a result, the asymptotic

run-time scaling of the sorted-list algorithm is due to the sorting of the

list (i.e., O(N logN)).

• The bits algorithm was developed to minimize the amount of memory

required in the simulation. It achieves this by taking advantage of the

fact that, in the saturation loop, it is not necessary to store the random

fields of the spins. Instead they can be generated, when needed, at the

interface of propagating fronts. The asymptotic runtime scaling for the

bits algorithm is fixed by the search for nucleation events and is bounded

below by O(N logN). Despite being comparable in asymptotic scaling

to the sorted-list algorithm the bits algorithm is, in practice, significantly

slower than the sorted list algorithm but allows for roughly 8X larger

system sizes.

Efficiency in the simulation of the ztne-RFIM is borne out of the nearest

neighbor only interaction and the correspondingly local relaxations to metastable

states. Moreover, for monotonic field histories a spin, once flipped, need never

be flipped again. This property has been taken advantage of by Kuntz et al. in

these algorithms.

Brute-Force

The brute-force algorithm is the easiest one to implement and is competitive for

system sizes up to about 10,000 spins. In this method, we store a spin direction

and a random field for each site of the lattice.
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Figure A.2: Use a FIFO queue to propagate avalanche (related to cluster flips
in Wolff algorithm).

This algorithm follows:

1. Find the triggering spin for the next avalanche by checking through the

lattice for the unflipped site with the largest internal field hint
i = heff

i −H.

2. Increment the external field so it is just large enough to flip the site, and

push the spin onto a first-in first-out (FIFO) queue.

3. Pop the top spin off the queue.

4. If the spin has not been flipped, flip it and push all unflipped neighbors

with positive local fields onto the queue.

5. While there are spins on the queue, repeat from step 3.

6. Repeat from step 1 until all spins are flipped.

The FIFO queue and a propagating avalanche are shown in Fig. A.2.

Sorted-List

The brute force method is very inefficient at locating the origin of the next

avalanche, and we are immediately led to think of storing the several largest

local fields in each sweep. If we take this thinking to its logical conclusion,

we are led to store a list of all of the spins in the system, sorted according

to their random fields. Unfortunately, life is complicated by the fact that spins

experience not only their local random fields, but also fields from their neighbors.

Case 1: Zero sweeprate (Ω = 0).

Beginning the simulation of the saturation loop with all spins pointing down,

the sorted-list algorithm consists of the following:

1. Initialize an array of N double variables representing the local random

field of the N = Ld spins on the hypercubic lattice. Sort the array by

increasing random field.

2. Define an array nextPossible[n↑], n↑ = 0, 1 . . . z, which points to the lo-

cation in the sorted list of the next spin which would flip if it had n↑

neighbors. Initially, all the elements of nextPossible[n↑] point to the spin

with the largest local random field, hi.
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3. Choose from the z + 1 spins pointed to by nextPossible, the one with the

largest total local field. The total local field will be negative because the

external field has not been increased since step 2.

4. Move the pointer nextPossible[n↑] selected in step 3 to the next spin on

the sorted list.

5. If that spin actually has n↑ up neighbors, increment the field to just flip

that spin, push the spin onto a first in first out (FIFO) queue, and hence

nucleate an avalanche. If not, to go back to step 3. It is important to note

here that this step is the only step in which the external field H changes.

6. Pop spin off the FIFO queue.

7. If the spin has not been flipped, flip it and push all unflipped neighbors

with positive local fields onto the queue.

8. As long as the size of the FIFO queue is greater than zero, loop back to

step 6.

9. Repeat from step 2 until all spins in the lattice are flipped.

To ensure that the temporal flip order is maintained, an end of shell (EOS)

marker is pushed onto the FIFO queue to keep track of the order in which the

spins are flipped. For example, suppose that the nucleating spin occurs at tn.

The spins it causes to flip at tn+1 are pushed onto the queue followed by an

EOS marker m1. After the spins that flip at tn+1 are popped off the queue and

potentially cause other spins to flip, m1 is popped of the queue and m2 is pushed

on. The spins now in the queue represent the spins that flipped due to shell 2.

Surprisingly the asymptotic scaling derives from the first step of the algorithm.

Sorting the list of N random fields takes O(N logN) time steps while all other

aspects of the algorithm scale, at most, with the system size, O(N).

Case 2: Finite sweeprate (Ω > 0).

When the external field is allowed to increase during the propagation of an

avalanche the basic algorithmic loop has to be modified. The purely sequential

and local dynamics forced by the nearest neighbor interaction and adiabatic

increase in the external field are replaced by a hybrid dynamics in which the

external field can nucleate other avalanches throughout the lattice as causally

related avalanches propagate. Fortunately the sorted-list algorithm was eas-

ily augmented to allow for this change. The modified algorithm for the finite

sweeprate, sorted-list algorithm is as follows:

1. Initialize an array of N double variables representing the local random

field of the N = Ld spins on the hypercubic lattice. Sort the array by

increasing random field.
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2. Define an array nextPossible[n↑], n↑ = 0, 1 . . . z, which points to the lo-

cation in the sorted list of the next spin which would flip if it had n↑

neighbors. Initially, all the elements of nextPossible[n↑] point to the spin

with the largest local random field, hi.

3. Choose from the z + 1 spins pointed to by nextPossible, the one with the

largest total local field.

4. Move the pointer nextPossible[n↑] selected in step 3 to the next spin on

the sorted list.

5. If that spin actually has n↑ up neighbors and the spin flip queue is empty,

increment the field to just flip that spin, push the spin onto a FIFO queue

(nucleate a pulse), and push an EOS marker on the queue. If not, to go

back to step 3. If that spin actually has n↑ up neighbors and the spin flip

queue is not empty; if the field required to flip that spin is less than the

current field, push the spin on the FIFO queue (nucleate an avalanche)

and go back to step 3; If the field required to flip that spin is greater than

the current field, do not push the spin on the FIFO queue but do push a

EOS marker on the queue and continue.

6. Pop shell off the FIFO queue spin by spin. Increment the external field

by Ωδt, where the field sweeprate is again Ω = dH/dt.

7. If the spins in the shell have not been flipped, flip them and push all

unflipped neighbors with positive local fields onto the queue.

8. As long as the size of the FIFO queue is greater than zero, loop back to

step 2.

9. Repeat from step 2 until all spins in the lattice are flipped.

Inside a pulse, the time proceeds in unit increments (δt = 1). The time

between pulses, however, is obtained by taking the difference between the field at

the conclusion of a pulse and the field at the nucleation of the next (determined

in the same manner as the sorted list algorithm) and dividing by the sweeprate.

The potential time shift in the “clock” of the simulation between avalanches

has no effect on the pulse size and duration distributions. This augmentation

maintains all of the benefits of the ztneRFIM KS co de in the adiabatic limit.

The asymptotic scaling is unchanged and the difference between the actual run-

times of the adiabatic and the finite sweeprate code was negligible.

A.2.2 Hysteresis Loop with long-range interactions

We consider the dipolar random-field Ising model in 2D at zero temperature.

H = −Jex

∑

<i,j>

sisj + Jdp

∑

i6=j

sisj

r3ij
−
∑

i

(

H + hi − JdmM
)

si (A.1)
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The terms on the RHS are, in sequence: the nearest-neighbor exchange inter-

action term (ferromagnetic), the long-range dipolar interaction term (antiferro-

magnetic), the external field interaction term, the random-field term, the infinite

range demagnetization field term. Here, the long-range dipolar interactions can

be calculated with the Lekner formalism. For details, see App. B.

The local effective field experienced by spin i is given by

heff
i ≡ H + hi + Jex

∑

<j>i

sj − Jdp

∑

j 6=i

sj

r3ij
− JdmM (A.2)

The system state is considered to be stable when each spin is directed ac-

cording to the sign of the local effective field heff
i . So the stability condition can

be written as

si h
eff
i > 0 (A.3)

This algorithm used to calculate the lower branch of the hysteresis loop at

zero temperature follows (the upper branch can be similarly calculated):

1. Check the stability condition.

(a) If the state is stable, find the triggering spin for the next avalanche

by checking through the lattice for the unflipped site with the largest

internal field H int
i = heff

i −H. Increment the external field H so it is

just large enough to flip the site.

(b) If the state is unstable, search the lattice to find the most unstable

spin, i.e. the unstable spin with the largest absolute value of the

effective local field.

And push the spin onto a first-in first-out (FIFO) queue.

2. Pop the top spin off the queue.

3. (a) If the spin has not been flipped and it is unstable now, flip it.

(b) If we have flipped the spin, but now it is unstable now, flip it back.

And update H int for all spins. Loop over the spin’s nearest neighbors and

push them onto the queue if they are unstable.

4. While there are spins on the queue, repeat from step 3.

5. While the system state is unstable, repeat from step 1(b).

6. Repeat from step 1(a) until all spins are flipped.
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Figure A.3: A simple network with 5 vertices. The dotted line shows a (s,t)-cut,
which separates the network into two parts: S and S̄.

A.3 Ground State Calculation

The mapping of the RFIM GS problem to a min-cut/max-flow problem has

been well established. The following derivation is based on Eq.6.12-6.15 of Ch.6

in Ref. [39].

A.3.1 Map RFIM onto a network

A network can be written as N = (G,C, s, t). Here G = (V,E) is a directed

graph with n+2 vertices. C : V ×V → R+
0 are the capacities of the edges (i, j) ∈

E with C(i, j) = 0 if (i, j) /∈ E. The vertices s, t ∈ V are the source and sink of

the network, respectively. For convenience, we use V = 0, 1, 2, · · · , n, n+ 1 to

mark the n+2 vertices, where s ≡ 0 and t ≡ n+1. Also, we define Cij = C(i, j).

The vertices in V \{s, t} are called inner vertices. Edges connecting only inner

vertices are called inner edges. See Fig. A.3.

A (s,t)-cut separates the network into two parts: S and S̄. The capacity of

this cut is defined as

C(S, S) ≡
∑

i∈S,j∈S

Cij (A.4)

For example, as shown in Fig. A.3, the capacity of that cut is just C(S, S) =

Cs2 + C13. A minimum cut means that it is a cut among all cuts which has

minimum capacity. It is also the bottleneck of the flow. Each flow must pass

the edges crossing an arbitrary cut, especially the minimum cut. Therefore,

the minimum cut capacity is an upper bound for the flow. This is the max-

flow/min-cut theorem. In Fig. A.3, suppose the cut is the minimum cut with

capacity Cs2 + C13, then fmax = Cs2 + C13 is the max flow of the network.

For a general (s,t)-cut, we can define a binary vectorX = (x0, x1, · · · , xn, xn+1)
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with xi = 1 (or 0) for i ∈ S (or S). Obviously, one has x0 = 1 and xn+1 = 0.

The binary variable xi enables us to transform it to an Ising spin si = ±1. Then

the capacity of this cut can be written as

C(X) ≡ C(S, S) =
X

i∈S,j∈S

Cij =

n+1
X

i,j=0

xi(1 − xj) Cij

= −

n+1
X

i,j=0

Cijxixj +

n+1
X

i=0

 

n+1
X

j=0

Cij

!

xi

= −

"

C00x0x0 +

n
X

j=1

C0jx0xj + C0,n+1x0xn+1

+

n
X

i=1

Ci0xix0 +

n
X

i,j=1

Cijxixj +

n
X

i=1

Ci,n+1xixn+1

+Cn+1,0xn+1x0 +

n
X

j=1

Cn+1,jxn+1xj + Cn+1,n+1xn+1xn+1

#

+

" 

C00 +

n
X

j=1

C0j + C0,n+1

!

x0 +

n
X

i=1

 

Ci0 +

n
X

j=1

Cij + Ci,n+1

!

xi

+

 

Cn+1,0 +

n
X

j=1

Cn+1,j + Cn+1,n+1

!

xn+1

#

= −

"

n
X

j=1

C0jxj +

n
X

i=1

Ci0xi +

n
X

i,j=1

Cijxixj

#

+

"

n
X

j=1

C0j + C0,n+1 +

n
X

i=1

“

Ci0 +

n
X

j=1

Cij + Ci,n+1

”

xi

#

= −

n
X

i,j=1

Cijxixj +

n
X

i=1

“

− C0i + Ci,n+1 +

n
X

j=1

Cij

”

xi +

n
X

i=1

C0i + C0,n+1

= −

n
X

i,j=1

Cij

si + 1

2

sj + 1

2
+

n
X

i=1

“

− C0i + Ci,n+1 +

n
X

j=1

Cij

”

si + 1

2
+

n
X

i=1

C0i + C0,n+1

= −

1

4

n
X

i,j=1

Cijsisj −
1

4

n
X

i,j=1

Cijsi −
1

4

n
X

i,j=1

Cijsj −
1

4

n
X

i,j=1

Cij

+

n
X

i=1

“

− C0i + Ci,n+1

”

si

2
+

1

2

n
X

i,j=1

Cijsi +
1

2

n
X

i=1

(−C0i + Ci,n+1)

+
1

2

n
X

i,j=1

Cij +

n
X

i=1

C0i + C0,n+1

= −

1

4

n
X

i,j=1

Cijsisj +
1

4

n
X

i,j=1

Cij(si − sj) +
1

4

n
X

i,j=1

Cij +

n
X

i=1

(−C0i + Ci,n+1)
si

2

+
1

2

n
X

i=1

(C0i + Ci,n+1) + C0,n+1

= −

1

4

X

i<j

(Cij + Cji)sisj +

n
X

i=1

"

−

1

2
C0i +

1

2
Ci,n+1 +

1

4

n
X

j=1

(Cij − Cji)

#

si

+
1

4

X

i<j

(Cij + Cji) +
1

2

n
X

i=1

(C0i + Ci,n+1) + C0,n+1 (A.5)
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where we have used the fact that si = ±1 and

xi =
si + 1

2
(A.6)

n
∑

i,j=1

Cij =
∑

i<j

(Cij + Cji) (A.7)

n
∑

i,j=1

Cij(si − sj) =
n
∑

i,j=1

(Cij − Cji)si (A.8)

As mentioned above, the minimum of the (s,t)-cut capacity is actually the

max flow which can flow through the network. Now we compare the last line of

Eq. A.5 with the Hamiltonian of a general random ferromagnet:

H = −
∑

i<j

Jijεiεjsisj −
∑

i

hiεisi (A.9)

with εi = 0, 1 and Jij ≥ 0. We have the mapping rule immediately:

− Jijεiεj = −1

4
(Cij + Cji) (A.10)

−hiεi = −1

2
C0i +

1

2
Ci,n+1 +

1

4

n
∑

j=1

(Cij − Cji) (A.11)

0 =
1

4

∑

i<j

(Cij + Cji) +
1

2

n
∑

i=1

(C0i + Ci,n+1) + C0,n+1 (A.12)

According to Eq. A.10, we can let

Cij ≡
{

0 i ≥ j
4Jijεiεj i < j

(A.13)

Since for a network only non-negative capacities are allowed, the bond values

have to be non-negative as well. This is also the reason why this mapping fails

for the spin glass but works for the random-bond ferromagnet.

According to Eq. A.11, we define an auxiliary field

wi ≡ −2hiε−
1

2

n
∑

j=1

(Cij − Cji) = −C0i + Ci,n+1 (A.14)

then

C0i = 0, Ci,n+1 = wi if wi > 0

C0i = −wi, Ci,n+1 = 0 if wi < 0 (A.15)
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Figure A.4: A small random-field Ising magnet. There are 4 spins coupled via
ferromagnetic interactions (J12 = J13 = J24 = J34 = J = 1). The local random
fields are h1 = 0, h2 = −2d, h3 = 2d and h4 = 0.

According to Eq. A.12, we define

C0,n+1 ≡ −
1

4

∑

i<j

(Cij + Cji)−
1

2

n
∑

i=1

(C0i + Ci,n+1) (A.16)

Now all the capacities (C0i, Ci,n+1, Cij and C0,n+1) are defined. The ground

state energy of the random ferromagnet is mapped onto the max-flow of an

equivalent network. Note that the capacity C0,n+1 of the edge may be positive

or negative. But actually it does not matter, since this edge crosses every (s, t)-

cut of the network. Therefore, we can remove it from the network just at the

beginning. Once the capacity of the minimum cut, i.e. the max flow of the

network, has been obtained, we add the value of C0,n+1 to get the ground state

energy of the corresponding system. If we just need the ground state, then we

needn’t consider C0,n+1 at all.

A.3.2 A Simple Example: without frozen spins

As an example, we look at a small random-field system, which is shown in

Fig. A.4. There are four Ising spins arranged in a square, with ferromagnetic

coupling of strength J = 1 and without periodic boundary conditions. The local

random fields have the values h1 = 0, h2 = −2d, h3 = 2d and h4 = 0.

Now we construct an equivalent network. It contains n = 4 inner nodes, one

for each spin, and additionally one source 0 and one sink n+ 1 = 5. According

to the transformation rules Eq. A.13, we have the capacities of the inner edges.

C12 = 4J12 = 4J

C13 = 4J13 = 4J

C24 = 4J24 = 4J

C34 = 4J34 = 4J

Cij = 0 for all other cases 1 ≤ i, j ≤ 4 (A.17)
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Figure A.5: The network obtained for the system from Fig. A.4 for the case
d = 0. Vertex 0 is the source and vertex 5 is the sink. The capacities are
denoted next to each edges. The edge connecting source and sink is not shown.
For reasons, see the text.

According to Eq. A.14, the auxiliary fields wi are given by

w1 = −2h1 − 1
2

∑

j(C1j − Cj1) = −2h1 −
1

2
(C12 + C13) = −2h1 − 4J = −4J

w2 = −2h2 − 1
2

∑

j(C2j − Cj2) = −2h2 −
1

2
(C24 − C12) = −2h2 − 0 = 4d

w3 = −2h3 − 1
2

∑

j(C3j − Cj3) = −2h3 −
1

2
(C34 − C13) = −2h3 − 0 = −4d

w4 = −2h4 − 1
2

∑

j(C4j − Cj4) = −2h4 −
1

2
(−C24 − C34) = −2h4 + 4J = 4J

(A.18)

We then calculate the capacities of the edges connecting the inner nodes to

the source and the sink. Suppose d = 0, so w2 = w3 = 0, according to Eq. A.15,

we have

C01 = 4J, C15 = 0

C02 = 0, C25 = 0

C03 = 0, C35 = 0

C04 = 0, C45 = 4J (A.19)

And due to Eq. A.16, we have C05 = −8J . The resulting network is shown

in Fig. A.5.

A.3.3 A Simple Example: with frozen spins

If there are frozen spins, the problem might look somewhat complicated. How-

ever, by reorganizing the terms in the Hamiltonian, we find that the frozen spins

just have two effects. First, they reduce the degrees of freedom of the system, i.e

we obtain a smaller effective system. Second, for those spins which are nearest

neighbors of the frozen spins, their local random fields are effectively shifted:

h′i = hi ± Jnf
i. Here nf

i is the number of spin i’s frozen nearest neighbors and
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Figure A.6: A small random-field Ising magnet as shown in Fig. A.4. The only
difference is that spin 1 to set to be up, i.e. s1 = +1.

‘+’(‘−’) represents freezing up(down) spins. For the smaller effective system,

we can do the mapping again and use the push-relabel algorithm to find the

GS.

For example, now we freeze spin 1 to be up, i.e. let s1 = +1. What is the

equivalent network? For this tiny system, we can write down the Hamiltonian

directly.

H = −J
∑

〈i,j〉
sisj −

∑

i

hisi

= −J [s1s2 + s1s3 + s2s4 + s3s4]− [h1s1 + h2s2 + h3s3 + h4s4]

= −J [s2s4 + s3s4]− [h1s1 + (h2 + Js1)s2 + (h3 + Js1)s3 + h4s4]

= −J [s2s4 + s3s4]− [h′2s2 + h′3s3 + h′4s4]− h1s1

= −J [s2s4 + s3s4]− [h′2s2 + h′3s3 + h′4s4] + const (A.20)

with

h′2 = h2 + Js1

h′3 = h3 + Js1

h′4 = h4 (A.21)

By reorganizing the terms in the Hamiltonian, the effect of the frozen spin

can be seen clearly. First, it reduces the degrees of freedom of the system, i.e

we obtain a smaller effective system. Second, for those spins which are nearest

neighbors of the frozen spin, their local random fields are effectively shifted:

h′i = hi + Jni↑ (A.22)

with ni↑ the number of spin i’s up nearest neighbors. Similarly, with frozen

down spins,

h′i = hi − Jni↓ (A.23)
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Figure A.7: The effective random-field Ising magnet as shown in Fig. A.6.

For convenience, we introduce a new set of index to mark the spins, i.e we set

a 1-1 mapping between the old spin index (2,3,4) and the new index (1’,2’,3’):

2↔ 1′, 3↔ 2′, 4↔ 3′

h′2 ↔ h1′ , h′3 ↔ h2′ , h′4 ↔ h3′

(A.24)

See Fig. A.7. Then the Hamiltonian of the new system can be written as:

H = −J
∑

〈i′,j′〉
si′sj′ −

∑

i′

hi′si′ (A.25)

Now we construct the equivalent network. It contains n = 3 inner nodes, one

for each spin, and additionally one source 0 and one sink n+ 1 = 4. According

to the transformation rules Eq. A.13, we have the capacities of the inner edges.

C1′3′ = 4J1′3′ = 4J

C2′3′ = 4J2′3′ = 4J

Ci′j′ = 0 for all other cases 1 ≤ i′, j′ ≤ 3 (A.26)

According to Eq. A.14, the auxiliary fields wi′ are given by

w1′ = −2h1′ − 1

2

∑

j′

(C1j′ − Cj′1) = −2h1′ − 1

2
(C1′3′) = 4d− 4J

w2′ = −2h2′ − 1

2

∑

j′

(C2j′ − Cj′2) = −2h2′ − 1

2
(C2′3′) = −4d− 4J

w3′ = −2h3′ − 1

2

∑

j′

(C3j′ − Cj′3) = −2h3′ − 1

2
(−C1′3′ − C2′3′) = 4J

(A.27)

In the case d = 0, we have w1′ = w2′ = −4J and w3′ = 4J . According to
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Figure A.8: The network obtained for the system from Fig. A.6 for the case
d = 0. Vertex 0’ is the source and vertex 4’ is the sink. The capacities are
denoted next to each edges. The edge connecting source and sink is not shown.
For reasons, see the text.

Eq. A.15, we have

C0′1′ = 4J, C1′4′ = 0

C0′2′ = 4J, C2′4′ = 0

C0′3′ = 0, C3′4′ = 4J (A.28)

And due to Eq. A.16, we have C0′4′ = −8J . The resulting network is shown

in Fig. A.8.
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Figure A.9: A more complicated flow network (bottom) mapped from RFIM on
a square lattice (top).
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Appendix B

Lekner formalism

The long-range dipolar interaction in the random-field Ising model is calculated

by a direct space summation method based on the Lekner formalism. The

method is useful for the numerical study of the the perpendicular recording

media and ferroelectrics.

B.1 Model

Consider a simple lattice of Ising spins with periodic boundary conditions. There

is a quenched random field hi at each lattice site. Spins interact with each

other by means of exchange and dipolar interactions and experience a uniform

external field H. The ferromagnetic exchange interactions have strength Jex

between each spin and its nearest neighbors. The long-range dipolar interactions

between each spin pair have strength Jdp. The Hamiltonian of the system can

be written as:

H = −Jex

∑

<i,j>

Si · Sj − Jdp

∑

i6=j

3(Si · r̂ij)(Sj · r̂ij)− Si · Sj

r3ij
−
∑

i

(H + hi) · Si

(B.1)

where rij = |rij | = |ri − rj | and r̂ij = rij/rij , with ri and rj the positions of

spin i and spin j in the lattice, respectively. 1 Assume that the magnetization

directions of all the Ising spins are always parallel or antiparallel with the applied

external field and the quenched random fields, then the Hamiltonian can be

simplified as

H = −Jex

∑

<i,j>

SiSj − Jdp

∑

i6=j

3 cos2 θij − 1

r3ij
SiSj −

∑

i

(H + hi)Si (B.2)

with θij the angle between Si and the vector rij . We denote our model as the

dipolar random-field Ising model (DRFIM).

In numerical simulation, we use periodic boundary condition to eliminate

boundary effects. In other words, the central unit cell of the simulation is peri-

odically repeated to infinity in all the dimensions. This will not cause any trou-

1Let θi (θj) be the angle between Si (Sj) and rij . Two cases: (1) Si is anti-parallel with
Sj , then θi = π − θj = θij ; (2) Si is parallel with Sj , then θi = θj = θij . In both cases, we
have 3(Si · r̂ij)(Sj · r̂ij) = 3SiSj cos2 θij where Si, Sj = ±1.
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ble for the short-range, i.e. nearest-neighboring, exchange interaction. However,

we have to pay more attention to the long-range dipolar interaction. We need

to take into account all the image cells, see Applied/Appendix/Lekner/Fig. B.1.

Consider two particular Ising spins at ri and rj in the central cell. The dipolar

interaction energy

Udp = −Jdp

∑

i6=j

3 cos2 θij − 1

r3ij
SiSj (B.3)

has to be calculated as

Udp = −Jdp

∑

i,j

SiSj

∑′

C

3 cos2 θij − 1

|rij + C|3 ≡ −Jdp

∑

i,j

SiSj F(rij). (B.4)

Here the sum over vector C indicates the sum over all the cells.

C =
←→
V · n = (a,b, c) · n =







ax bx cx

ay by cy

az bz cz






·







nx

ny

nz






(B.5)

with nx, ny, nz integers and vectors a,b, c the lattice vectors of the unit cell. In

two-dimension, assuming the lattice vector a is along the x̂ direction, the cell

vector C can be written as

C = (a,b) · n =

(

ax bx

ay by

)

·
(

l

m

)

=

(

Lx Ly cosψ

0 Ly sinψ

)

·
(

l

m

)

(B.6)

with Lx and Ly the dimensions of the unit cell and ψ the angle between the

lattice vectors a and b. (Note that hereafter we replace nx, ny,· · · by l,m,· · · .)
Particularly, for square unit cell (ψ = π/2) and rhombus unit cell with ψ = π/3

(see Fig. B.1 (left) and (right)), Lx = Ly = L, we have

C� =

(

l

m

)

L (B.7)

and

C♦ =

(

l + 1
2m√

3
2 m

)

L (B.8)

respectively. (Thereafter, we will denote square unit cell with � and rhobus

unit cell with ♦.)

The prime on the C-summation in Eq. B.4 indicates that this sum is over all

images of spins j except C = 0 if j = i because we assume that spin i interacts

with all its periodic images, but not, of course, with itself.

The Hamiltonian Eq. B.2 is further simplified as

H = −
∑

i

[

H + hi + Jex

∑

<j>i

Sj − Jdp

∑

j

SjF(rij)
]

Si. (B.9)
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j
i

a

b

ψ

j(−1,−1) j(0,−1) j(1,−1)

j(−1,0) j(1,0)

j(−1,1) j(0,1) j(1,1)

j
i

a

b

ψ

j(−1,−1) j(0,−1) j(1,−1)

j(−1,0) j(1,0)

j(−1,1) j(0,1) j(1,1)

x̂

ŷ

0

Figure B.1: Schematic top view of a two-dimensional system with periodic
boundary conditions used in the simulations to calculate the contribution to
the dipolar interaction between particle j (and all its images j ′) and particle
i. Particles are not necessary to be set on regular lattice sites. Here only
8 image cells are drawn. But in real simulations, to calculate the long-range
interactions, we need to consider all the image cells, i.e n = (nx, ny) with
nx, ny = 0,±1,±2, · · · . (Left) Square central cell ψ = π/2. (Right) Rhombus
central cell ψ = π/3.

And the local effective field to which spin i is exposed can be written as

heff
i = H + hi + Jex

∑

<j>i

Sj − Jdp

∑

j

Sj F(rij) (B.10)

which enables us to calculate the M(H) curve with the brute-force algorithm.

But we have to pay attention to the fact that the no-passing rule is broken here,

due to the presence of the anti-ferromagnetic long-range dipolar interactions.

We can see that from Eq. B.10. If spin j flip up (Sj = −1→ +1), the effective

field experienced by spin i will decrease by amount 2JdpF(rij), which may cause

spin i flip back.

Now we consider four different cases.

B.1.1 2D: square unit cell and H ⊥ x̂, H ⊥ ŷ

This is used to model the perpendicular recording media. Obviously, we have

cos θij = 0 (because θij = π/2). We define dimensionless measures of the

displacements between spin-i and spin-j: xi − xj = ξijL and yi − yj =

ηijL with 0 < |ξ|, |η| < 1. Plug Eq. B.7 into Eq. B.4, we have

Udp = Jdp

∑

i,j

SiSj F(rij) = JdpL
−3
∑

i,j

SiSj F
�
⊥ (ξij , ηij) (B.11)

with

F�
⊥ (ξ, η) ≡

∞
∑′

l,m=−∞

1

[(ξ + l)2 + (η +m)2]
3
2

. (B.12)

Here the prism indicates that we omit the l = m = 0 term if ξ = η = 0.
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It is easy to prove the following symmetries of F�
⊥ (ξ, η):

F�
⊥ (ξ, η) = F�

⊥ (η, ξ) (B.13)

F�
⊥ (ξ, η) = F�

⊥ (−ξ,−η) (B.14)

F�
⊥ (ξ, η) = F�

⊥ (−ξ, η) = F�
⊥ (ξ,−η) (B.15)

F�
⊥ (ξ, η) = F�

⊥ (ξ, n− η) = F�
⊥ (n− ξ, η) = F�

⊥ (n− ξ, n− η) with n ∈ Z

(B.16)

Those symmetries will be extensively used in our calculations. See Sec. B.3.1

for details.

B.1.2 2D: rhombus unit cell and H ⊥ x̂, H ⊥ ŷ

For a general rhombus unit cell with Lx = Ly = L, plug Eq. B.6 into Eq. B.4,

we have

Udp = Jdp

∑

i,j

SiSj F(rij) = JdpL
−3
∑

i,j

SiSj F⊥(ξij , ηij) (B.17)

with

F⊥(ξ, η) ≡
∞
∑′

l,m=−∞

1

[(ξ + l + βm)2 + (η + γm)2]
3
2

. (B.18)

Here β ≡ cosψ, γ ≡ sinψ, and the prism again indicates that we omit the

l = m = 0 term if ξ = η = 0.

Note that for general ψ (6= π/2), Eq. B.13 is not true. But we can show that

F⊥(ξ, η) = F⊥(−ξ,−η) (B.19)

F⊥(ξ, η) = F⊥(n+ ξ, η) with n ∈ Z (B.20)

F⊥(−ξ, η) = F⊥(ξ,−η) (B.21)

Interestingly, for ψ = π/3 (or 2π/3), we can show that

F♦
⊥ (ξ, η) = F♦

⊥ (−ξ, η) (B.22)

F♦
⊥ (ξ, η) = F♦

⊥ (ξ,−η) (B.23)

See Sec.B.2.2 for proof. Those exchange symmetries will be extensively used in

our calculation. See Sec. B.3.1 for details.

B.1.3 2D: square unit cell and H ‖ ŷ

In this case, cos θij =
yj−yi

rij
. With the same definitions of η and ξ, we have

Udp = Jdp

∑

i,j

SiSj F(rij) = −
∑

i,j

JdpSiSjL
−3 F�

‖ (ξij , ηij) (B.24)
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with

F�

‖ (ξ, η) ≡
∞
∑′

l,m=−∞

3(η +m)2 − [(ξ + l)2 + (η +m)2]

[(ξ + l)2 + (η +m)2]
5
2

(B.25)

Note that F�

‖ (ξ, η) does not have the ξ ↔ η exchange symmetry. But the

other symmetries, i.e. Eq. B.15 and B.16 are still valid for F�

‖ (ξ, η).

B.1.4 3D: cubic unit cell and H ‖ ẑ

In this case, cos θij =
zj−zi

rij
. As the definitions of η and ξ, we define dimension-

less measure of the displacements between spin-i and spin-j in the ẑ-direction

as zi − zj = ζL with |ζ| < 1. Then we have

Udp = Jdp

∑

i,j

SiSj F(rij) = −
∑

i,j

JdpSiSjL
−3 Fz(ξij , ηij , ζij) (B.26)

with

Fz(ξ, η, ζ) ≡
∞
∑′

l,m,n=−∞

3(ζ + n)2 − [(ξ + l)2 + (η +m)2 + (ζ + n)2]

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
5
2

(B.27)

It is easy to check that Fz(ξ, η, ζ) has the ξ ↔ η exchange symmetry and

ξ ↔ n− ξ, η ↔ n− η, ζ ↔ n− ζ symmetries, which will be extensively used in

our calculation.

B.2 Lekner formalism

The summation over the cells, i.e. Eq. B.12, B.18, B.25 and B.27 can be done

with the Lekner formalism. The conversion of these sums to rapidly convergent

ones proceeds via three transformations, which are the key steps of the Lekner

formalism.

1. The Euler transformation

1

xν
=

1

Γ(ν)

∫ ∞

0

dt tν−1e−xt (ν > 0). (B.28)
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2. The Poisson-Jacobi identity and its extensions 2

+∞
∑

l=−∞
exp[−(ξ + l)2t] =

(π

t

)
1
2

+∞
∑

l=−∞
exp

(

−π
2l2

t

)

cos(2πlξ)

+∞
∑

l=−∞
(ξ + l) exp[−(ξ + l)2t] =

(π

t

)
3
2

+∞
∑

l=−∞
exp

(

−π
2l2

t

)

sin(2πlξ)l

+∞
∑

l=−∞
(ξ + l)2 exp[−(ξ + l)2t] =

1

2

( π

t3

)
1
2

+∞
∑

l=−∞
exp

(

−π
2l2

t

)

cos(2πlξ)

−
(π

t

)
5
2

+∞
∑

l=−∞
exp

(

−π
2l2

t

)

cos(2πlξ)l2.

(B.29)

3. An integral representation of the Bessel function Kν

∫ ∞

0

dt tν−1 exp(−π2l2/t−m2t) = 2

(

π

∣

∣

∣

∣

l

m

∣

∣

∣

∣

)ν

Kν(2π|lm|). (B.30)

B.2.1 2D: square unit cell and H ⊥ x̂, H ⊥ ŷ

Now we apply the Lekner formalism to Eq. B.12. For ξ 6= 0, η 6= 0. We have

F�
⊥ (ξ, η) =

∞
∑

l,m=−∞

1

[(ξ + l)2 + (η +m)2]
3
2

=
∞
∑

l,m=−∞

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2 exp{−[(ξ + l)2 + (η +m)2]t}

=

∞
∑

l,m=−∞

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2

(π

t

)
1
2

exp(−π2l2/t) cos(2πlξ) exp[−(η +m)2t]

=

∞
∑

l,m=−∞
2 cos(2πlξ)

∫ ∞

0

dt exp[−π2l2/t− (η +m)2t] (B.31)

where we have used Γ( 3
2 ) =

√
π

2 .

Evaluate the l = 0 part separately,

F�
⊥,l=0(ξ, η) =

∑

m

2

∫ ∞

0

dt exp[−(η +m)2t] = 2
∑

m

1

(η +m)2
=

2π2

sin2(πη)
.

(B.32)

The last summation of the above equation can be done in two methods. See

Sec. B.3.2 for details.

2Note that in Eq. B.29, the index l in the RHS is simply the index of a (geometrical)
series. Wile the index l in the LHS is related to the periodic images along x- or y-axis. They
are completely independent of each other. In fact, all periodic images along a chosen axis
contribute to any terms of the series in RHS. For details, see Ref. [63] Sec II.
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For the l 6= 0 part,

F�
⊥,l 6=0(ξ, η) =

∑

l 6=0

∑

m

2 cos(2πlξ)

∫ ∞

0

dt exp[−π2l2/t− (η +m)2t]

= 2
∑

l>0

∑

m

2 cos(2πlξ) 2

(

π

∣

∣

∣

∣

l

η +m

∣

∣

∣

∣

)1

K1(2π|l(η +m)|)

= 8π
∑

l>0

l cos(2πlξ)
∑

m

1

|η +m| K1(2πl|η +m|). (B.33)

So we have

F�
⊥ (ξ, η) =

2π2

sin2(πη)
+ 8π

∑

l>0

l cos(2πlξ)
∑

m

1

|η +m| K1(2πl|η +m|) (B.34)

Note that if we apply the Poisson-Jacobi identity to the m-sum in the deriva-

tion of Eq. B.31, we will have

F�
⊥ (ξ, η) =

2π2

sin2(πξ)
+ 8π

∑

m>0

m cos(2πmη)
∑

l

1

|ξ + l| K1(2πm|ξ + l|) (B.35)

The ξ ↔ η symmetry is clearly seen from the above two equations. More-

over, this symmetry is extremely important in the numerical implementation of

the Lekner formalism. The Lekner formalism is elegant and powerful because

the Bessel functions decay fast. For example: K0(x) →
√

π
2xe

−x as x → ∞.

However, for small arguments of the Bessel functions, the convergences of the

above summations are very slow. Several different procedures have been pro-

posed to overcome this problem, see Sec. B.3.6 for details. The simplest one

is the so-called “Lekner-cyclic” method, i.e. switching between the two repre-

sentations of summations (Eq. B.34 and Eq. B.35) so that the argument in the

Bessel functions would be as large as possible. This allows us to achieve fast

convergence.

We should pay attention to the special case ξ = η = 0, where the Lekner-

cyclic method fails. Actually, we have to re-derive the formula based on the

Lekner formalism. The result is shown here.

F�
⊥ (0, 0) = 2ζ(3) + 4ζ(2) + 16π

∑

l>0

∑

m>0

m

l
K1(2πml) ' 9.0336. (B.36)

For details of this derivation, see Sec. B.3.3.

B.2.2 2D: rhombus unit cell and H ⊥ x̂, H ⊥ ŷ

When the unit cell is not a square (Lx 6= Ly) or does not have a rectangular

shape (ψ 6= π/2), the Lekner summations have been proposed in [31,15,55,32].
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For ξ 6= 0, η 6= 0. We have

F⊥(ξ, η) =

∞
∑

l,m=−∞

1

[(ξ + l + βm)2 + (η + γm)2]
3
2

=
∞
∑

l,m=−∞

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2 exp{−[(ξ + l + βm)2 + (η + γm)2]t}

=
∑

m

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2

[

∑

l

exp{−(ξ̃m + l)2t}
]

exp{−(η + γm)2t}

=
1

Γ( 3
2 )

∑

m

∫ ∞

0

dt t
1
2

[

(π

t

)
1
2
∑

l

exp(−π2l2/t) cos(2πlξ̃m)

]

· exp{−(η + γm)2t}

= 2
∑

l

∑

m

cos(2πlξ̃m)

∫ ∞

0

dt exp[−π2l2/t− (η + γm)2t] (B.37)

where ξ̃m ≡ ξ +m.

Evaluate the l = 0 part separately,

F⊥,l=0(ξ, η) =
∑

m

2

∫ ∞

0

dt exp[−(η+γm)2t] = 2
∑

m

1

(η + γm)2
=

2π2

γ2 sin2(πη/γ)
.

(B.38)

Here we have used the result of Eq. B.32.

For the l 6= 0 part,

F⊥,l 6=0(ξ, η) = 2
∑

l 6=0

∑

m

cos(2πlξ̃m) 2

(

π

∣

∣

∣

∣

l

η + γm

∣

∣

∣

∣

)1

K1(2π|l(η + γm)|)

= 8π
∑

l>0

∑

m

cos(2πl(ξ + βm))
l

|η + γm| K1(2πl|η + γm|).(B.39)

So we have

F⊥(ξ, η) =
2π2

γ2 sin2(πη/γ)
+8π

∑

l>0

∑

m

cos(2πl(ξ+βm))
l

|η + γm| K1(2πl|η+γm|)

(B.40)

Generally speaking, F⊥(ξ, η) will not be an even function of ξ (or η). Square

unit is an exception. But we can prove that for ψ = π/3 (or 2π/3), F⊥(ξ, η)

is an even function of ξ. The proof is simple by observing that for ψ = π/3,

β = cosψ = 1/2, so

cos(2πl(ξ + βm)) = cos(2πlξ +mlπ) = ± cos(2πlξ) (B.41)

with +/− for even/odd lm. Obviously, this is an even function of ξ, so we have

F♦
⊥ (ξ, η) = F♦

⊥ (−ξ, η) (B.42)
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Figure B.2: Rotate the coordinate systems to use the Lekner-cyclic method.

Together with the general result Eq. B.21, we have

F♦
⊥ (ξ, η) = F♦

⊥ (ξ,−η) (B.43)

as we claimed in Sec.B.1.2.

Note that Eq. B.40 does not apply to η = 0. Moreover, the convergence

will be very slow for η → 0. Unfortunately, we cannot apply the Poisson-Jacobi

identity to the m-sum in the derivation, simply because m shows up in two

places: (ξ+l+βm)2 and (η+γm)2. The deep reason is that the ξ ↔ η symmetry

is generally broken. Therefore, the Lekner-cyclic method “fails”. However, with

a simple rotation trick [32, 25], the Lekner-cyclic method survives. The trick

is using the new x′y′ coordinate system that is obtained by counterclockwise

rotating the xy coordinate system about the z axis through an angle θ = π/2−ψ,

see Fig. B.2.

After the rotation, the coordinates (x, y) becomes

(

x′

y′

)

=

(

cos θ − sin θ

sin θ cos θ

)(

x

y

)

=

(

γ −β
β γ

)(

x

y

)

.

So we have
(

ξ′

η′

)

=

(

γ −β
β γ

)(

ξ

η

)

. (B.44)
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and the lattice vectors

a = Lx̂ = L(γx̂′ + βŷ′)

b = L(βx̂ + γŷ) = Lŷ′ (B.45)

So

F⊥(ξ, η) ≡
∞
∑′

l,m=−∞

1

[(ξ + l + βm)2 + (η + γm)2]
3
2

(B.46)

=

∞
∑′

l,m=−∞

1

[(ξ′ + γl)2 + (η′ + βl +m)2]
3
2

(B.47)

≡ F ′
⊥(ξ′, η′)

= F⊥(η′, ξ′). (B.48)

The last equation is due to the l ↔ m symmetry clearly seen from Eq. B.46

and B.47. Simply exchanging l and m and replacing ξ and η by η′ and ξ′ in

Eq. B.40, we have

F⊥(ξ, η) =
2π2

γ2 sin2(πξ′/γ)
+8π

∑

m>0

∑

l

cos(2πm(η′+βl))
m

|ξ′ + γl| K1(2πm|ξ′+γl|).

(B.49)

Now switching between the two representations of summations (Eq. B.40 and

Eq. B.49) allows us to achieve fast convergence. The naive switching criterion

would be comparing η with ξ′, if η < ξ′, we use Eq. B.49 and vice versa 3.

For the special case ξ = η = 0, we have

F⊥(0, 0) = 2ζ(3) +
4

γ2
ζ(2) + 16π

∑

m>0

∑

l>0

l

γm
K1(2πlγm) cos(2πlβm). (B.50)

For details, see Sec. B.3.4.

B.2.3 2D: square unit cell and H ‖ ŷ

Now we apply the Lekner formalism to Eq. B.25.

F�

‖ (ξ, η) ≡
∑

l

∑

m

3(η +m)2 − [(ξ + l)2 + (η +m)2]

[(ξ + l)2 + (η +m)2]
5
2

We use two methods.

Method I

F�

‖ (ξ, η) = −
∑

m

[1 + η′
∂

∂η′
]f(ξ, η′) (B.51)

3This criterion is naive because the oscillating cos() functions will complicate the calcula-
tions.
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with η′ ≡ η +m and

f(ξ, η′) ≡
∑

l

1

[(ξ + l)2 + η′2]
3
2

=
2

η′2
+ 8π

∑

l>0

cos(2πlξ)
l

|η′|K1(2πl|η′|). (B.52)

where we have used the result in deriving F�
⊥ (ξ, η). With the recurrence formu-

las for modified Bessel function, (see Sec. B.3.5), one can derive that

F�

‖ (ξ, η) =
∑

m

(

2

η′2
+ 8π

∑

l>0

cos(2πlξ)

(

l

|η′|K1(2πl|η′|) + 2πl2K0(2πl|η′|)
)

)

= F�
⊥ (ξ, η) + 16π2

∑

l>0

∑

m

l2 cos(2πlξ)K0(2πl|η +m|) (B.53)

Method II

F�

‖ (ξ, η) =
∑

l

∑

m

(

3(η +m)2

[(ξ + l)2 + (η +m)2]
5
2

− 1

[(ξ + l)2 + (η +m)2]
3
2

)

(B.54)

Note that the 2nd term is just F�
⊥ (ξ, η). So we focus on the 1st term:

∑

l

∑

m

3(η +m)2

[(ξ + l)2 + (η +m)2]
5
2

=
∑

l

∑

m

3(η +m)2

Γ( 5
2 )

∫ ∞

0

dt t
3
2 exp

{

−[(ξ + l)2 + (η +m)2]t
}

=
∑

l

3

Γ( 5
2 )

∫ ∞

0

dt t
3
2

{

∑

m

(η +m)2 exp
[

−(η +m)2t
]

}

exp
[

−(ξ + l)2t
]

=
∑

l

3

Γ( 5
2 )

∫ ∞

0

dt t
3
2 exp

[

−(ξ + l)2t
]

·
{

1

2

( π

t3

)
1
2
∑

m

e−π2m2/t cos(2πmη)−
(π

t

)
5
2
∑

m

m2e−π2m2/t cos(2πmη)

}

(B.55)

Note that the 1st term in Eq. B.55 is

3

Γ( 5
2 )

π
1
2

2

∑

l

∑

m

cos(2πmη)

∫ ∞

0

dt exp
[

−π2m2/t− (ξ + l)2t
]

=
∑

l

∑

m

2 cos(2πmη)

∫ ∞

0

dt exp
[

−π2m2/t− (ξ + l)2t
]

= F�
⊥ (ξ, η) (B.56)
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which cancels the 2nd term in Eq. B.54 exactly. So we have

F�

‖ (ξ, η) = −4π2
∑

l

∑

m6=0

m2 cos(2πmη)

∫ ∞

0

dt t−1 exp
[

−π2m2/t− (ξ + l)2t
]

= −4π2
∑

l

2
∑

m>0

m2 cos(2πmη)2

(

π

∣

∣

∣

∣

m

ξ + l

∣

∣

∣

∣

)0

K0(2π|m(ξ + l)|)

= −16π2
∑

l

∑

m>0

m2 cos(2πmη)K0(2πm|ξ + l|) (B.57)

We have checked that Eq. B.57 is consistent with Eq. B.53.

B.2.4 3D: cubic unit cell and H ‖ ẑ

Now we apply the Lekner formalism to Eq. B.27.

Fz(ξ, η, ζ) ≡
∑

l

∑

m

∑

n

3(ζ + n)2 − [(ξ + l)2 + (η +m)2 + (ζ + n)2]

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
5
2

To apply the Lekner formalism, we use four methods.

Method I

Fz(ξ, η, ζ) = −
∑

n

[1 + ζ ′
∂

∂ζ ′
]f(ξ, η, ζ ′) (B.58)

with ζ ′ ≡ ζ + n and

f(ξ, η, ζ ′) ≡
∑

l

∑

m

1

[(ξ + l)2 + (η +m)2 + ζ ′2]
3
2

=
∑

l

∑

m

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2 exp

{

−
[

(ξ + l)2 + (η +m)2 + ζ ′2
]

t
}

= 2
∑

l

∑

m

cos(2πlξ)

∫ ∞

0

dt exp
{

−π2l2/t− [(η +m)2 + ζ ′2]t
}

(B.59)

Evaluate the l = 0 part:

fl=0(ξ, η, ζ
′) =

∑

m

2

(η +m)2 + ζ ′2
=

2π

ζ ′
sinh(2πζ ′)

cosh(2πζ ′)− cos(2πη)
. (B.60)
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The detail of the last line is shown in Sec. B.3.2 (Eq. B.78). For the l 6= 0 part:

fl 6=0(ξ, η, ζ
′) = 2

∑

l 6=0

∑

m

cos(2πlξ)2

(

π

∣

∣

∣

∣

l

[(η +m)2 + ζ ′2]
1
2

∣

∣

∣

∣

)1

·K1(2πl[(η +m)2 + ζ ′2]
1
2 )

= 8π
∑

l>0

∑

m

cos(2πlξ)
l

[(η +m)2 + ζ ′2]
1
2

·K1(2πl[(η +m)2 + ζ ′2]
1
2 ) (B.61)

Now plug Eq. B.60 and Eq. B.61 into Eq. B.58 and differentiate them w.r.t ζ ′,

we have

Fz(ξ, η, ζ) = 4π2
∑

n

cos(2πη) cosh(2π(ζ + n))− 1

[cos(2πη)− cosh(2π(ζ + n))]2

−8π
∑

l>0

∑

m

∑

n

cos(2πlξ)
l

[(η +m)2 + (ζ + n)2]
3
2

·
{

[(η +m)2 − (ζ + n)2]K1(λ)− (ζ + n)2λK0(λ)
}

(B.62)

with λ = 2πl[(η +m)2 + (ζ + n)2]
1
2 .
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Method II

Note that in the calculation of f(ξ, η, ζ ′), if we apply the Poisson-Jacobi identity

to both l and m summations, we have

f(ξ, η, ζ ′) ≡
∑

l

∑

m

1

[(ξ + l)2 + (η +m)2 + ζ ′2]
3
2

=
∑

l

∑

m

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2 exp

{

−
[

(ξ + l)2 + (η +m)2 + ζ ′2
]

t
}

=
1

Γ( 3
2 )

∫ ∞

0

dt t
1
2

[

(π

t

)
1
2
∑

l

e−π2l2/t cos(2πlξ)

]

·
[

(π

t

)
1
2
∑

m

e−π2m2/t cos(2πmη)

]

e−ζ′2t

=
π

Γ( 3
2 )

∫ ∞

0

dt t−
1
2

[

1 + 2
∑

l>0

cos(2πlξ)e−π2l2/t

]

·
[

1 + 2
∑

m>0

cos(2πmη)e−π2m2/t

]

e−ζ′2t

=
π

Γ( 3
2 )

{

∫ ∞

0

dt t−
1
2 e−ζ′2t + 2

∑

l>0

cos(2πlξ)

∫ ∞

0

dt t−
1
2 e−ζ′2t−π2l2/t

+2
∑

m>0

cos(2πmη)

∫ ∞

0

dt t−
1
2 e−ζ′2t−π2m2/t

+4
∑

l>0

∑

m>0

cos(2πlξ) cos(2πmη)

∫ ∞

0

dt t−
1
2 e−ζ′2t−π2(l2+m2)/t

}

=
2π

|ζ ′|
{

1 + 2
∑

l>0

cos(2πlξ)e−2πl|ζ′| + 2
∑

m>0

cos(2πmη)e−2πm|ζ′|

+4
∑

l>0

∑

m>0

cos(2πlξ) cos(2πmη)e−2π(l2+m2)
1
2 |ζ′|

}

(B.63)

where we have used the fact that
∫∞
0

dt t−
1
2 e−ζ′2t =

√
π

|ζ′| andK 1
2
(z) =

(

π
2z

)
1
2 e−z.

The single sums are readily evaluated as the real part of a geometric series:

∞
∑

l=1

cos(2πlξ)e−2πl|ζ′| = Re

{ ∞
∑

l=1

e−2πl(|ζ′|+iξ)

}

=
Z cos(2πξ)− 1

Z2 − 2Z cos(2πξ) + 1

(B.64)

131



with Z = e2π|ζ′|. Then we have

Fz(ξ, η, ζ) = −
∑

n

[1 + ζ ′
∂

∂ζ ′
]f(ξ, η, ζ ′)

= 8π2
{

∑

n

Z
[Z2 cos(2πξ)− 2Z + cos(2πξ)

(Z2 − 2Z cos(2πξ) + 1)2

+
Z2 cos(2πη)− 2Z + cos(2πη)

(Z2 − 2Z cos(2πη) + 1)2

]

+2
∑

n

∑

l>0

∑

m>0

(l2 +m2)
1
2Z−(l2+m2)

1
2 cos(2πlξ) cos(2πmη)

}

(B.65)

I have checked that Eq. B.62 and Eq. B.65 give the same result.

Method III

Fz(ξ, η, ζ) =
∑

l

∑

m

∑

n

(

3(ζ + n)2

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
5
2

− 1

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
3
2

)

(B.66)

For the 2nd term, if we apply the Poisson-Jacobi identity to the n sum, we will

get

2
∑

l

∑

m

∑

n

cos(2πnζ)

∫ ∞

0

dt exp
{

−π2n2/t− [(ξ + l)2 + (η +m)2]t
}

(B.67)

132



Now we consider the 1st term in Eq. B.66:

∑

l

∑

m

∑

n

3(ζ + n)2

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
5
2

=
∑

l

∑

m

∑

n

3(ζ + n)2

Γ( 5
2 )

∫ ∞

0

dt t
3
2 exp

{

−[(ξ + l)2 + (η +m)2 + (ζ + n)2]t
}

=
∑

l

∑

m

3

Γ( 5
2 )

∫ ∞

0

dt t
3
2

{

∑

n

(ζ + n)2 exp
[

−(ζ + n)2t
]

}

exp
{

−[(ξ + l)2 + (η +m)2]t
}

=
∑

l

∑

m

3

Γ( 5
2 )

∫ ∞

0

dt t
3
2 exp

{

−[(ξ + l)2 + (η +m)2]t
}

·
{

1

2

( π

t3

)
1
2
∑

n

e−π2n2/t cos(2πnζ)−
(π

t

)
5
2
∑

n

n2e−π2n2/t cos(2πnζ)

}

= 2
∑

l

∑

m

∑

n

cos(2πnζ)

∫ ∞

0

dt exp[−π2n2/t− [(ξ + l)2 + (η +m)2]t]

−4π2
∑

l

∑

m

∑

n

n2 cos(2πnζ)

∫ ∞

0

dt t−1 exp[−π2n2/t− [(ξ + l)2 + (η +m)2]t] (B.68)

Note that the 1st term in Eq. B.68 will cancel exactly Eq. B.67, so we have

Fz(ξ, η, ζ) = −4π2
∑

l

∑

m

∑

n

n2 cos(2πnζ)

·
∫ ∞

0

dt t−1 exp
{

−π2n2/t− [(ξ + l)2 + (η +m)2]t
}

= −4π2
∑

l

∑

m

∑

n6=0

n2 cos(2πnζ)

·
∫ ∞

0

dt t−1 exp
{

−π2n2/t− [(ξ + l)2 + (η +m)2]t
}

= −4π2
∑

l

∑

m

2
∑

n>0

n2 cos(2πnζ) 2K0

(

2π
∣

∣

∣n[(ξ + l)2 + (η +m)2]
1
2 ]
∣

∣

∣

)

= −16π2
∑

l

∑

m

∑

n>0

n2 cos(2πnζ) K0

(

2π
∣

∣

∣
n[(ξ + l)2 + (η +m)2]

1
2 ]
∣

∣

∣

)

(B.69)

This is the simplest expression for Fz(ξ, η, ζ).
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Method IV

Fz(ξ, η, ζ) = +
∑

l

∑

m

∑

n

2(ζ + n)2

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
5
2

−
∑

l

∑

m

∑

n

(ξ + l)2

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
5
2

−
∑

l

∑

m

∑

n

(η +m)2

[(ξ + l)2 + (η +m)2 + (ζ + n)2]
5
2

≡ 2Aζ −Bξ − Cη (B.70)

Then we evaluate Aζ ,Bξ, Cη separately. Actually, they have already been eval-

uated in method I and method II. We have

Aζ =
1

3

∑

m

2π

(η +m)

sinh(2π(η +m))

(cosh(2π(η +m))− cos(2πξ))

+
8π

3

∑

l

∑

m

∑

n>0

n cos(2πnζ)[(ξ + l)2 + (η +m)2]−
1
2

·K1(2πn[(ξ + l)2 + (η +m)2]
1
2 )

+
16π2

3

∑

l

∑

m

∑

n>0

n2 cos(2πnζ)K0(2πn[(ξ + l)2 + (η +m)2]
1
2 )

(B.71)

Bξ =
1

3

∑

n

2π

(ζ + n)

sinh(2π(ζ + n))

(cosh(2π(ζ + n))− cos(2πη))

+
8π

3

∑

n

∑

m

∑

l>0

l cos(2πlξ)[(ζ + n)2 + (η +m)2]−
1
2

·K1(2πn[(ζ + n)2 + (η +m)2]
1
2 )

+
16π2

3

∑

n

∑

m

∑

l>0

l2 cos(2πlξ)K0(2πl[(ζ + n)2 + (η +m)2]
1
2 )

(B.72)

Cη =
1

3

∑

l

2π

(ξ + l)

sinh(2π(ξ + l))

(cosh(2π(ξ + l))− cos(2πζ))

+
8π

3

∑

l

∑

n

∑

m>0

m cos(2πmη)[(ξ + l)2 + (ζ + n)2]−
1
2

·K1(2πm[(ξ + l)2 + (ζ + n)2]
1
2 )

+
16π2

3

∑

l

∑

n

∑

m>0

m2 cos(2πmη)K0(2πm[(ξ + l)2 + (ζ + n)2]
1
2 )

(B.73)

Summary of Fz(ξ, η, ζ). I have derived four different expressions, eq. Eq.B.62,

B.65, B.69, B.70. Numerical tests show that only method I and method II are
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ψ ψ ψ

Figure B.3: Spins or particles (red points) within the unit cell (shown in blue
lines). (Left) Spins are set on regular lattice sites. Square unit cell ψ = π/2.
(Middle) Spins are set on regular lattice sites. Rhombus unit cell with ψ = π/3.
(Right) Spin positions randomly deviate from the regular lattice sites (grey
dots). Rhombus unit cell with ψ = π/3.

equivalent to each other. Method III and IV will give quite different results.

Further investigations will be necessary to check the consistency of the Lekner

formalism for dipolar interactions in 3D.

B.3 Some Details

B.3.1 Calculation of the F-matrix

Square lattice within square unit cell

Suppose that all spins sit on a L×L square lattice (within the square unit cell)

with the grid spacing set to be 1, see Applied/Appendix/Lekner/Fig. B.3(left).

Then the translation invariance plays a key role in saving the computing time

of the pair-wise dipolar interactions.

The coordinates of those spins can be chosen from those values: xi, yi, xj , yj =

0, 1, 2, · · · , L − 1 and therefore ξij , ηij = −L−1
L ,−L−2

L , · · · , L−2
L , L−1

L . Since

F (ξ, η) = F (|ξ|, |η|), so what we really need is just the F -matrix with elements

given by

Fmn = F
(m

L
,
n

L

)

(B.74)

with m,n = 0, 1, · · · , L− 1.

Using the symmetry property of F (ξ, η), i.e. Eq.B.13 and B.16, will further

save the computing time. Due to Eq.B.13, we just need to calculate the upper

or lower triangle of the symmetric F−matrix. Due to Eq.B.16, the number of

rows (nr) we need to calculate is L
2 + 1 for even L and L+1

2 for odd L. So the

total number of elements we need to calculate is just nr(1+nr)
2 = L2+4L+3

8 for

even L and L2+6L+8
8 for odd L, see the boxed elements shown in Eq. B.75 and

B.76. The running time of the F -matrix calculation in the case of square unit
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cell thus scales as O(N) with N = L2 the system size.
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(B.76)

Triangular lattice within rhombus unit cell with ψ = π/3

For lattice within non-rectangular shape of unit cell, e.g. the triangular lattice

within the rhombus with angle ψ = π/3, it is still possible to use the translation

invariance of the lattice and symmetric properties of F (ξ, η) to speed up the

calculation of the F -matrix.

See Applied/Appendix/Lekner/Fig. B.3(middle), the coordinates of those

spins can be written as xi = m + βn, yi = γn with m,n ∈ [0, L) and β = 1/2,

γ =
√

3/2. Considering Eq. B.22 and B.23, we define two new integer variables

X ≡ 2L|ξ| = 2|xi − xj | and Y ≡ 2L|η|/
√

3 = 2|yi − yj |/
√

3, then we only need

to calculate the F -matrix

FXY = F

(

X

2L
,

√
3Y

2L

)

(B.77)

with X ∈ [0, 3(L− 1)], Y ∈ [0, (L− 1)]. F (ξ, η) = F (ξ − 1, η) indicates FXY =

FX−2L,Y , which will further save the computing time. The running time of the

F -matrix calculation scales as O(N).

Note that for Y = 0 (η = 0), those elements with X ≥ 2L (ξ ≥ 1) will cause

divergence. 4 Fortunately, those elements will not show up in our calculation

because if Y = 0 then the actual range of X is just [0, 2(L−1)]. In other words,

if η = 0, then we must have ξ < 1.

Random spins within rhombus unit cell with ψ = π/3

If spins’ positions randomly deviate from the regular lattice sites, then the

translation invariance is broken, see Applied/Appendix/Lekner/Fig. B.3(right).

We have to seriously consider all the N(N−1)/2 interaction pairs of spins. This

computing scales as O(N 2) and is very expensive. Fortunately, spin positions

are fixed in all our studies, which means we need to calculate the F -matrix

4From Eq. B.49, we see that the first term diverges if ξ′/γ ∈ Z. This happens in case of
η = 0 and ξ = 1.
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only once. We can store the result into a binary file, which can be written/read

faster than the ASCII (or text) one. Then in our program we just read the

F -matrix into an array. The only problem is that this demands big memory

space of computer. For L = 100, the array needs about 8×L4 bytes ∼ 0.745GB

memory.

B.3.2 Calculation of F⊥,l=0(ξ, η)

Method I:

2
∑

m

1

(η +m)2
= 2 lim

ζ→0

∑

m

1

(η +m)2 + ζ2

= lim
ζ→0

1

iζ

∑

m

[

1

η +m− iζ −
1

η +m+ iζ

]

= lim
ζ→0

1

iζ
{π cot[π(η − iζ)]− π cot[π(η + iζ)]}

= lim
ζ→0

(2π/ζ) sinh(2πζ)

cosh(2πζ)− cos(2πη)

=
2π2

sin2(πη)
(B.78)

where we have used the Mittag-Leffler expansion of a cotangent:

∑

m

1

z +m
= π cot(πz). (B.79)

Method II:

∑

m

1

(η +m)2
=

∑

m<0

1

(η +m)2
+
∑

m>0

1

(η +m)2
+

1

η2

=
∑

m>0

1

(m− η)2 +
∑

m>0

1

(m+ η)2
+

1

η2

= ψ1(1− η) + ψ1(1 + η) +
1

η2

=

[

−ψ1(η) +
π2

sin2(πη)

]

+

[

ψ1(η)−
1

η2

]

+
1

η2

=
π2

sin2(πη)
(B.80)
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where we have used the properties of the polygamma function ψn(z):

ψn(z) = (−1)n+1 n!

+∞
∑

k=0

1

(k + z)n+1
(B.81)

ψn(1 + z) = (−1)n+1 n!

+∞
∑

k=1

1

(k + z)n+1
(B.82)

ψn(1 + z) = ψn(z) + (−1)n n! z−n−1 (B.83)

ψn(1− z) = (−1)nψn(z) + (−1)n π
dn

dzn
cot(πz). (B.84)

B.3.3 Calculation of F �
⊥

(0, 0)

Note that this special case corresponds to the periodic repetition of particle i

itself gives dipolar interactions on the particle i in the central cell, which is the

so called self-energy. Since in the central cell the particle i does not interact

with itself, so in calculating F�
⊥ (0, 0), the l = m = 0 term must be explicitly

excluded. The summation is then denoted as
∑′

l,m(· · · ) =
∑

l

∑

m(· · · )− (l =

m = 0 term). So we have

F�
⊥ (0, 0) =

∑′

l,m

1

(l2 +m2)
3
2

=
∑

m<0

∑

l

1

(l2 +m2)
3
2

+
∑

l 6=0

1

|l|3 +
∑

m>0

∑

l

1

(l2 +m2)
3
2

= 2
∑

l>0

1

l3
+ 2

∑

m>0

∑

l

1

(l2 +m2)
3
2

= 2ζ(3) + 2S (B.85)

where ζ(n) is the Riemann zeta function:

ζ(n) =
∞
∑

k=1

1

kn
(B.86)

and

S ≡
∑

m>0

∑

l

1

(l2 +m2)
3
2

(B.87)

which can be calculated with the Lekner formalism:

S =
∑

m>0

∑

l

1

(l2 +m2)
3
2

=
∑

m>0

∑

l

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2 exp[−(l2 +m2)t]

=
∑

m>0

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2

[

(π

t

)
1
2
∑

l

exp(−π2l2/t)

]

exp(−m2t)

=
∑

m>0

∑

l

2

∫ ∞

0

dt exp
[

−π2l2/t−m2t
]

(B.88)
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Evaluate the l = 0 part separately

Sl=0 =
∑

m>0

2

∫ ∞

0

dt exp(−m2t) = 2
∑

m>0

1

m2
= 2 ζ(2) (B.89)

For the l 6= 0 part,

Sl 6=0 =
∑

m>0

2
∑

l>0

2

∫ ∞

0

dt exp
[

−π2l2/t−m2t
]

=
∑

m>0

2
∑

l>0

2 · 2
(

π

∣

∣

∣

∣

l

m

∣

∣

∣

∣

)1

K1(2π|lm|)

= 8π
∑

m>0

∑

l>0

l

m
K1(2πlm) (B.90)

So

S = 2ζ(2) + 8π
∑

m>0

∑

l>0

l

m
K1(2πlm) (B.91)

and

F�
⊥ (0, 0) = 2ζ(3) + 4ζ(2) + 16π

∑

m>0

∑

l>0

l

m
K1(2πlm). (B.92)

Note that ζ(2) = π2/6 = 1.64493 and ζ(3) = 1.20206. And F�
⊥ (0, 0), which is

just a constant, can be numerically calculated. The result is

F�
⊥ (0, 0) ' 9.0336 (B.93)

B.3.4 The calculation of F⊥(0, 0)

F⊥(0, 0) =
∑′

l,m

1

((l + βm)2 + (γm)2)
3
2

=
∑

l 6=0

1

|l|3 +
∑

m<0

∑

l

1

((l + βm)2 + (γm)2)
3
2

+
∑

m>0

∑

l

1

((l + βm)2 + (γm)2)
3
2

= 2
∑

l>0

1

l3
+
∑

m>0

∑

l

1

((l − βm)2 + (−γm)2)
3
2

+
∑

m>0

∑

l

1

((l + βm)2 + (γm)2)
3
2

= 2ζ(3) + 2S (B.94)

where

S ≡
∑

m>0

∑

l

1

((l + βm)2 + (γm)2)
3
2

(B.95)
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which can be calculated with the Lekner formalism:

S =
∑

m>0

∑

l

1

((l + βm)2 + (γm)2)
3
2

=
∑

m>0

∑

l

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2 exp{−[(l + βm)2 + (γm)2)]t}

=
∑

m>0

1

Γ( 3
2 )

∫ ∞

0

dt t
1
2

[

(π

t

)
1
2
∑

l

exp(−π2l2t) cos(2πlβm)

]

exp[−(γm)2t]

=
∑

m>0

∑

l

2

∫ ∞

0

dt exp[−π2l2/t− (γm)2t] cos(2πlβm) (B.96)

Evaluate the l = 0 part separately

Sl=0 = 2
∑

l>0

∫ ∞

0

dt exp[−(γm)2t] = 2
∑

m>0

1

(γm)2
=

2

γ2
ζ(2) (B.97)

For the l 6= 0 part,

Sl 6=0 = 4
∑

m>0

∑

l>0

∫ ∞

0

dt exp
[

−π2l2/t− (γm)2t
]

cos(2πlβm)

= 4
∑

m>0

∑

l>0

2

(

π

∣

∣

∣

∣

l

γm

∣

∣

∣

∣

)1

K1(2π|lγm|) cos(2πlβm)

= 8π
∑

m>0

∑

l>0

l

γm
K1(2πlγm) cos(2πlβm) (B.98)

So

S =
2

γ2
ζ(2) + 8π

∑

m>0

∑

l>0

l

γm
K1(2πlγm) cos(2πlβm) (B.99)

and

F⊥(0, 0) = 2ζ(3)+
4

γ2
ζ(2)+16π

∑

m>0

∑

l>0

l

γm
K1(2πlγm) cos(2πlβm). (B.100)

For ψ = π/3 (β = 1/2, γ =
√

3/2) we have

F♦
⊥ (0, 0) ' 11.0342 (B.101)

B.3.5 Modified Bessel function of the second kind Kn(z)

An integral formula for Kν(z) is

Kn(z) =

√
π

(n− 1
2 )!

(z

2

)n
∫ ∞

1

dt e−zt(t2 − 1)n− 1
2 (B.102)

So we have

K1(z) = z

∫ ∞

1

dt e−zt(t2 − 1)
1
2 (B.103)
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which can be numerically calculated.

Some useful recurrence formulas for Kν(z):

K ′
ν(z) = −1

2
(Kν−1(z) +Kν+1(z)) (B.104)

Kν+1(z) = Kν−1(z) +
2ν

z
Kν(z) (B.105)

K ′
ν(z) = −(Kν−1(z) +

ν

z
Kν(z)) (B.106)

B.3.6 Correct implementation of the Lekner summation

The Lekner summations have to be correctly implemented. Otherwise, a very

complicated bias may plague computations. [64] The origin of this bias is the

slow convergence rate of the modified Bessel functions as their argument tend to

zero. Several different procedures have been proposed to overcome this problem.

Lekner-cyclic method

Lekner-cyclic method means switching between the two representations of sum-

mations (e.g. Eq. B.34 and Eq. B.35) so that the argument in the Bessel func-

tions would be as large as possible. This allows us to achieve fast convergence.

But from numerical point of view, the Lekner summation has been criticized

due to a hidden parameter: the truncation cutoff parameter [63, 64]. Look at

Eq. B.34 and Eq. B.35. When doing numerical calculations, one should truncate

these infinite summations somewhere:

F�
⊥ (ξ, η) =

2π2

sin2(πη)
+8π

nc
∑

l=1

l cos(2πlξ)

m=+nk
∑

m=−nk

1

|η +m| K1(2πl|η+m|) (B.107)

F�
⊥ (ξ, η) =

2π2

sin2(πξ)
+ 8π

nc
∑

m=1

m cos(2πmη)

l=+nk
∑

l=−nk

1

|ξ + l| K1(2πm|ξ + l|)

(B.108)

Mazars pointed out that for given nc and nk, the above two equations may

have very different numerical values [64]. Therfore, the naive application of the

Lekner-cyclic symmetry may introduce complicated bias [63].

To avoid this bias when using Lekner-cyclic method, we should use sophis-

ticated truncation scheme based on the following considerations: (1) Bessel

function cutoff: for x > 35, K1(x) < 1.35× 10−16 < 2.22× 10−16 = EPSILON.

Where EPSILON is the machine epsilon (also called machine precision or unit

roundoff) in floating point arithmetic, which gives an upper bound on the rel-

ative error due to rounding of floating point numbers. So we can safely set up

the initial cutoffs (nc and nk) according to the condition that the argument of

the Bessel function is less than 35. (2) Summation cutoff: we truncate the sum-

mation when the absolute value of the last term is within a certain fractional

tolerance of the summation of all previous terms. We choose the fractional tol-
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erance to be EPSILON, again. These two criterions will guarantee that we get

the most accurate result.

One more thought. The tolerance criterion should be applied prior to mul-

tiplication by the trigonometric term, e.g. cos(2πlξ), since it could be near zero

for given l and ξ, regardless of the convergence of the summation of the Bessel

functions. For rhombus unit cell, this is impossible due to the fact that both

l and m show up in the argument of the cos() function. But for ψ = π/3, the

property Eq. B.41 could be explicitly used to improve/accelerate the conver-

gence.

Lekner-Sperb method

Using the Hurwitz zeta function, Sperb derived an alternative expression which

converges faster then the original Lekner expression as the argument of the

Bessel functions tends to zero [95]. For example,

F�
⊥ (ξ, η) =

∑

m

∑

l

1

[(ξ + l)2 + (η +m)2]
3
2

≡
∑

m

g1(rm, ξ) (B.109)

with rm ≡ η +m and

gp(r, ξ) =
∑

l

1

[(ξ + l)2 + r2]
p+2

2

=
1

(ξ2 + r2)
p+2

2

+
∑

l>0

1

[(ξ + l)2 + r2]
p+2

2

+
∑

l>0

1

[(ξ − l)2 + r2]
p+2

2

(B.110)

Furthermore, we have

1

[(ξ + l)2 + r2]
p+2

2

=
1

(ξ + l)p+2

1
[

1 + ( r
ξ+l )

2
]

p+2

2

=
1

(ξ + l)p+2

∞
∑

k=0

(−p+2
2

k

)

r2k 1

(ξ + l)2k

=

∞
∑

k=0

(−p+2
2

k

)

r2k 1

(ξ + l)2k+p+2
(B.111)

and

∑

l>0

1

[(ξ + l)2 + r2]
p+2

2

=

∞
∑

k=0

(−p+2
2

k

)

r2k
∑

l>0

1

(ξ + l)2k+p+2

=
∞
∑

k=0

(−p+2
2

k

)

r2k ζ(2k + p+ 2, ξ) (B.112)
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Here we are using the Hurwitz Zeta function ζ(n, x) ≡∑∞
l=1

1
(x+l)n . Therefore,

gp(r, ξ) =
1

(ξ2 + r2)
p+2

2

+

∞
∑

k=0

(−p+2
2

k

)

r2k [ζ(2k + p+ 2, ξ) + ζ(2k + p+ 2,−ξ)] .

(B.113)

The original Lekner expression Eq. B.34 can then be written as

F�
⊥ (ξ, η) =

2π2

sin2(πη)

+
∑

m

{

8π
∑

l>0

cos(2πlξ)
l

|η +m| K1(2πl|η +m|)
}

(B.114)

=
2π2

sin2(πη)
+
∑

m

{

− 2

(η +m)2
+ g1(rm, ξ)

}

(B.115)

=
∑

m

g1(rm, ξ) (B.116)

Note that here we have used the fact that
∑

m
2

(η+m)2 = 2π2

sin2(πη)
.

The Sperb method can then be described as the following procedure: When η

is small, e.g. 2πη < 0.15, we use the Superb formula, i.e. Eq. B.115. Otherwise,

we use Eq. B.114.

B.4 Application

As an example, here we show the domain structure near the coercive field for

2D dipolar RFIM (square unit cell with H ⊥ x̂, H ⊥ ŷ). We define Jex = 1. All

other coupling strengths as well as the fields are measured in unit of Jex. With

similar parameter ranges, we find similar domain structures (cluster, stripe,

labyrinth and checkerboard) near coercive field as observed by Alessandro Magni

(e.g. Fig.8 in PRB, 59, 985(1999)).
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Figure B.4: Domain structure near the coercive field. Rows (from top to
bottom): R = 10, 5, 1, 0.5, 0.1, 10−3, 10−6, 0. Columns (from left to right):
Jdp = 0, 0.1, 0.3, 0.6, 1, 2, 3. All the calculations are done for system size 502.
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[51] Kuntz, M. C., Perković, O., Dahmen, K. A., Roberts, B. W.,

and Sethna, J. P. Hysteresis, Avalanches and Noise. Comp. Sci. Eng.
1, 4 (1999), 73–81.

[52] LaBonte, A. E. Two-Dimensional Bloch-Type Domain Walls in Ferro-
magnetic Films. J. Appl. Phys. 40 (1969), 2450.

[53] Lee, W. Y., Choi, B.-C., Xu, Y. B., and Bland, J. A. C. Magneti-
zation reversal dynamics in epitaxial Fe/GaAs(001) thin films. Phys. Rev.
B 60, 14 (Oct 1999), 10216–10221.

[54] Lekner, J. Summation of Coulomb fields in computer-simulated systems.
Physica A 176 (1991), 485.

[55] Liem, S., and Clarke, J. Calculation of Coulomb interactions in two-
dimensionally periodic systems. Molec. Phys. 92, 1 (Sep 1997), 19.

[56] Lilly, M. P., Finley, P. T., and Hallock, R. B. Memory, con-
gruence, and avalanche events in hysteretic capillary condensation. Phys.
Rev. Lett. 71, 25 (Dec 1993), 4186–4189.

[57] Liu, Y., Dahmen, K. A., and Berger, A. Comparative Study of
the ∆H(M,∆M) method reliability for square and triangular lattices. J.
Appl. Phys. 103 (2008), 07F504.

[58] Liu, Y., Dahmen, K. A., and Berger, A. Intrinsic switching field
distribution in perpendicular recording media: numerical study of the
∆H(M,∆M) method. Phys. Rev. B 77 (2008), 054422.

[59] Liu, Y., Dahmen, K. A., and Berger, A. The role of dipolar interac-
tions for the determination of intrinsic switching field distributions. Appl.
Phys. Lett. 92 (2008), 222503.

[60] Mandelbrot, B. B. The Fractal Geometry of Nature. W. H. Freeman,
New York, 1982.

[61] Maritan, A., Cieplak, M., Swift, M. R., and Banavar, J. R. Spin-
flip avalanches and dynamics of first order phase transitions. Phys. Rev.
Lett. 72, 6 (Feb 1994), 946.

[62] Mayergoyz, I. D. Mathematical Models of Hysteresis. Phys. Rev. Lett.
56, 15 (Apr 1986), 1518–1521.

[63] Mazars, M. Lekner summations. J. Chem. Phys. 115, 7 (Aug 2001),
2955.

[64] Mazars, M. Lekner summations and Ewald summations for quasi-two-
dimensional systems. Molec. Phys. 103, 9 (May 2005), 1241.

[65] McClure, J. C. J., and Schröder, K. The Magnetic Barkhausen
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and Planes, A. Distributions of avalanches in martensitic transforma-
tions. Phys. Rev. Lett. 72, 11 (Mar 1994), 1694–1697.

[101] Vives, E., Rosinberg, M. L., and Tarjus, G. Hysteresis and
avalanches in the T = 0 random-field Ising model with two-spin-flip dy-
namics. Phys. Rev. B 71, 13 (2005), 134424.

[102] White, R. A., and Dahmen, K. A. Driving Rate Effects on Crackling
Noise. Phys. Rev. Lett. 91, 8 (Aug 2003), 085702.

[103] Winklhofer, M., and Zimanyi, G. T. Extracting the intrinsic switch-
ing field distribution in perpendicular media: A comparative analysis. J.
Appl. Phys. 99 (Apr. 2006), 08E710.

[104] Wood, R., Hsu, Y., and Schultz, M. Perpendicular Magnetic Record-
ing Technology. http://www.hitachigst.com/tech/techlib.nsf/techdocs/.

[105] Wu, Y., and Machta, J. Ground States and Thermal States of the
Random Field Ising Model. Phys. Rev. Lett. 95, 13 (Sep 2005), 137208–
137211.

[106] Young, A. P., and Nauenberg, M. Quasicritical Behavior and First-
Order Transition in the d = 3 Random-Field Ising Model. Phys. Rev. Lett.
54, 22 (Jun 1985), 2429–2432.

151



Author’s Biography

Yang Liu was born on February 19, 1980, in Suqian, Jiangsu Province, China.

He graduated from Nanjing University with a B.S. in Physics (2000) and a M.S.

in Physics (2003). In the Fall of 2003, he began study in Urbana, Illinois under

the advisement of Prof. Karin Dahmen. He completed his doctorate in 2009.

152


	List of Tables
	List of Figures
	List of Abbreviations
	I Unexpected Universality in Disordered Systems
	Chapter 1 Introduction
	Random field Ising model
	Equilibrium
	Non-equilibrium

	Universality?
	Avalanches

	Chapter 2 Method
	Chapter 3 Analytical results
	MFT avalanche critical exponents
	Middleton's no-passing rule
	Introduction
	Equilibrium M(H) curve
	Preparations of the Proof
	Proof of the No-passing rule
	Application
	Discussions


	Chapter 4 Numerical results on Gaussian random-fields
	Avalanche size distribution
	Avalanche correlation function
	Fractal dimensions of avalanches and clusters
	Anisotropy measures of avalanches and clusters
	Avalanche surface area distribution
	Summary

	Chapter 5 Numerical results on different random-fields
	Avalanche size distribution
	Avalanche correlation function
	Discussion


	II Modeling Perpendicular Recording Media
	Chapter 6 Introduction
	Perpendicular magnetic recording
	Intrinsic switching-field distribution

	Chapter 7  H (M,M) methodology
	 Measurement scheme
	Reliability measures
	 Fit Quality
	Deviation From Redundancy


	Chapter 8 Modeling
	Basic assumptions
	Simplest hysteron model

	Chapter 9 Effect of exchange interactions
	Square lattice
	Comparison with the mean-field approximation
	Emergent feature of the H(M,M) method

	Triangular lattice
	Summary

	Chapter 10 Effect of dipolar interactions
	Hysteron model: consider dipolar interactions
	Results
	Sheared M(H) curves
	Contour plots of reliability measures
	Correlations between reliability measures

	summary

	Chapter 11 Effect of nonuniform couplings
	Hysteron model: consider randomness in couplings
	Non-uniform exchange couplings
	Non-uniform magnetostatic couplings
	Magnetostatic vs. Dipolar picture

	Results
	M(H) curves
	Reliability Measures

	Summary

	Appendix A Algorithms
	Droplet Analysis
	Hysteresis Loop
	Hysteresis Loop without long-range interactions
	Hysteresis Loop with long-range interactions

	Ground State Calculation
	Map RFIM onto a network
	A Simple Example: without frozen spins
	A Simple Example: with frozen spins


	Appendix B Lekner formalism
	Model
	2D: square unit cell and H , H 
	2D: rhombus unit cell and H , H 
	2D: square unit cell and H 
	3D: cubic unit cell and H 

	Lekner formalism
	2D: square unit cell and H , H 
	2D: rhombus unit cell and H , H 
	2D: square unit cell and H 
	3D: cubic unit cell and H 

	Some Details
	 Calculation of the F-matrix
	 Calculation of F,l=0(,)
	 Calculation of F(0,0)
	 The calculation of F(0,0)
	 Modified Bessel function of the second kind Kn(z)
	 Correct implementation of the Lekner summation

	Application

	References
	Author's Biography


